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 The ASVspoof 2015 Challenge was one of the efforts of the research 

community in the field of speech processing to foster the development of 

generalized countermeasures against spoofing attacks. However, most 

countermeasures submitted to the ASVspoof 2015 Challenge failed to detect 

the S10 attack effectively, the only attack that was generated using the 

waveform concatenation approach. Hence, more informative features are 

needed to detect previously unseen spoofing attacks. This paper presents an 

approach that uses data transformation techniques to engineer image-based 

features together with random forest classifier to detect artificial speech. The 

objectives are two-fold: (i) to extract image-based features from the mel-

frequency cepstral coefficients representation of the speech signal and (ii) to 

compare the performance of using the extracted features and Random Forest 

to determine the authenticity of voices with the existing approaches. An 

audio-to-image transformation technique was used to engineer new features 

in classifying genuine and spoof voices. An experiment was conducted to 

find the appropriate combination of the engineered features and classifier. 

Experimental results showed that the proposed approach was able to detect 

speech synthesis and voice conversion attacks effectively, with an equal 

error rate of 0.10% and accuracy of 99.93%. 
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1. INTRODUCTION 

Voice recognition, often known as speaker recognition, is the act of identifying and verifying a 

speaking human. It is divided into two categories: speaker identification and speaker verification. Speaker 

identification is the process of determining a speaking individual’s identity, whereas speaker verification is 

the act of verifying that individual’s claimed identity. Figure 1 depicts the distinction between speaker 

identification and speaker verification. In recognizing and validating the identity of a person from voice, 

speaker recognition employs both physiological and behavioral components. 

Automatic speaker verification (ASV) is the process of verifying the claimed identity of a speaking 

individual automatically. In most ASV systems, the speaker enrolment phase and the speaker verification 

phase are the two key phases. During speaker enrolment, the ASV system captures the speaker’s voice and 

extracts attributes that are utilized to create a speaker model of the speaking individual. The speaker model is 

https://creativecommons.org/licenses/by-sa/4.0/
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then registered with the ASV system. During speaker verification, the speaking individual’s voice is recorded 

to create a speaker model for verification. After that, the speaker model is compared to the claimed identity’s 

speaker model in the ASV system. Finally, the matching will generate a score, with the claim being accepted 

if the score is equal to or greater than the ASV system’s threshold. Otherwise, the claim will be turned down. 

Numerous types of features have been deployed for ASV systems. Gaussian mixture models (GMM) were 

extensively used in the past for feature extraction to produce robust ASV systems. In speaker verification, the 

universal background model (UBM) is a speaker model that represents broad attributes and characteristics 

that can be compared to the specific person being verified [1]. Later, i-vector and x-vector [2] based ASV 

systems were introduced to replace the gaussian mixture model-universal background model (GMM-UBM) 

based ASV systems. Deep learning approaches [3] such as recurrent neural network (RNN) [4] as a backend 

classifier was shown the capability in speaker verification with a low equal error rate (EER). 

 

 

 
 

Figure 1. The illustration of speaker identification versus speaker verification 

 

 

To mitigate the issue of security threats to the ASV systems, voice presentation attack detection 

(PAD) was introduced. Voice PAD can be categorized into two major types, namely artificial and replayed 

speech detection. The artificial speech was generated by speech synthesis and voice conversion, whereas 

replayed speech was generated by replaying the recordings of human speech. Several efforts can be seen to 

foster the development of countermeasures against spoofing attacks on ASV systems. First, the building of 

public datasets such as the dataset, which is made up of a collection of genuine and replayed speech [5]. In 

the ReMASC dataset, the human speech captured by the microphone array was labeled as genuine speech, 

whereas the playback of the replay source recordings generated in different replay settings was labeled as 

replayed speech. In particular, the ReMASC dataset made up of 9,240 genuine and 45,472 replayed 

recordings. The speech corpus was collected from a total of 50 speakers, in particular, 22 female and 28 male 

speakers with ages range from 18 to 36. Among the 50 speakers, there were 36 English native speakers, 12 

Chinese native speakers, and 2 Indian native speakers. About 132 voice commands made up of 273 unique 

words were used as recording materials to provide reasonable phonetic diversity. Four different recording 

environments with different noise levels were used, namely one outdoor environment, two indoor 

environments (quiet and noisy), and one vehicle environment. The building of a public dataset allowed the 

community of spoofing and anti-spoofing for ASV to develop robust PAD for ASV systems. 

Second, the ASVspoof challenges were held to encourage the development of voice spoofing 

countermeasures. Standard datasets, techniques, and evaluation criteria were utilized in the ASVspoof 

Challenge series. The first ASVspoof Challenge, which covered speech synthesis and voice conversion 

attacks, was held in 2015. In the ASVspoof 2015 Challenge, the rating was based on 16 primary submissions. 

The best system in the ASVspoof 2015 Challenge had an EER of 1.21% on average [6]. Then, to emphasize 

replay attacks, the ASVspoof 2017 Challenge was launched. There was a much higher number of 

submissions received in the ASVspoof 2017 Challenge, recorded 49 submissions compared to the previous 

challenge. The best performing system in the ASVspoof 2017 challenge has achieved 6.73% EER [7]. The 

ASVspoof 2019 challenge was later organized to include speech synthesis, voice conversion, and replay 

attacks. The ASVspoof 2019 dataset can be divided into two types of attacks: logical attacks (LA) and 



Int J Artif Intell  ISSN: 2252-8938  

 

Artificial speech detection using image-based features and random forest classifier (Choon Beng Tan) 

163 

physical attacks (PA). Genuine speech, speech synthesis, and voice conversion attacks were included in the 

LA dataset, whereas genuine speech and replay attacks were included in the PA dataset. For the LA and PA 

scenarios, the best submissions achieved 0.22% and 0.39% EER, respectively [8]. However, only 56.25% 

and 64% submissions for the LA and PA scenarios had outperformed the baseline system, respectively. 

Nonetheless, in both the LA and PA scenarios, the EER of the majority of the submissions had not been less 

than 5%. Due to the ease of obtaining biometric data, especially through social media, the security threat to 

the ASV systems is significant. Publicly available biometric data in social media can be used by security 

adversaries to launch presentation attacks such as speech synthesis and voice conversion to spoof the ASV 

systems. Furthermore, a large amount of artificial speech can be generated using state-of-the-art speech 

synthesis and voice conversion algorithms to spoof ASV systems. Whereby in this paper, the focus is on 

artificial speech due to it is the common spoofing attack as it can be generated in a short time to spoof the 

ASV system. Several voice PAD systems were introduced to detect artificial speech. As most of the artificial 

speech was produced using parametric vocoders, phase information was an effective feature to detect speech 

synthesis attacks. As a result, phase-based voice PAD for detecting artificial speech has become state-of-the-

art [9]. However, ASV systems are still prone to attacks from artificial speech as most of the phase-based 

voice PAD introduced were only effective against artificial speech generated using minimum-phase filters 

based parametric vocoders [10]. 

There were numerous works found in the literature whereby the application of image classification 

in the signal domain was shown to be effective. To apply an image classification approach, audio data were 

pre-processed and transformed into image data. For example, features extracted from the Spectrogram image 

were shown to improve the performance of acoustic event classifications [11]. Besides, Spectrogram images 

were also being used for rapid speaker recognition and artificial speech detection [12]. The recent work [12], 

which used raw Spectrogram image as input for an end-to-end Light-ResNet-34 model, has outperformed the 

conventional approach of using constant q cepstral coefficients (CQCC) and GMM in artificial speech 

detection. Another recent work that applied deep neural network (DNN) architecture as a backend classifier 

with constant-q equal subband transform (CQ-EST) features [13] was shown to outperform most of the state-

of-the-art approaches with an EER of 0.06%. Other than backend classifiers, deep learning architecture such 

as convolutional neural network (CNN) was also used as a feature extractor in recent works. In other work, a 

light gated CNN was used as a feature extractor to extract features from spectrogram image and probabilistic 

linear discriminant analysis (PLDA) as backend classifier to achieve an EER of 0.16% in artificial speech 

detection [14]. 

A fused system using short time fourier transform (STFT) and modified group delay (MGD) 

features were introduced recently and produced a 0.02% EER in detecting artificial speech. The advantage of 

this kind of fused system [15] is that both magnitude and phase spectral features were used together. This 

method yielded better performance than a fusion of independent systems with one feature for each system. 

Although most of the recent works achieved good EER, however, most of them did not perform well in 

detecting an S10 attack, one of the attack scenarios of the ASVspoof 2015 dataset. This indicates that more 

generalized models of artificial speech attacks are needed. In the context of artificial speech detection, the 

most recent works were using CNN as a feature extractor to extract image-based features from the 

spectrogram. Nonetheless, CNN usually requires a large number of training samples, computing time, and 

resources for better performance and generalization. However, similar performance can be achieved by 

utilizing handcrafted features for image classification, dealing with the abovementioned drawbacks. 

Moreover, work that utilized handcrafted image-based features in detecting artificial speech was limited in 

the literature. It is conjectured that using similar approaches to extract image-based features (color, texture, or 

edges) could be useful to generate more generalized features for artificial speech detection. 

Despite the advancements made possible by speech identification technology, spoofing attacks by 

security adversaries to evade ASV systems is always a problem. To spoof ASV systems, state-of-the-art 

speech synthesis and voice conversion algorithms could easily generate artificial speech in massive 

quantities. Furthermore, because it is so easy to get biometric data via social media, spoofing attacks on ASV 

systems are becoming more common. As a result, robust spoofing countermeasures are required. These 

countermeasures are commonly known as voice PAD. Voice PAD has been the subject of various research 

studies, which may be found in the literature. Recent voice PADs, on the other hand, were vulnerable to 

unknown spoofing techniques [6]. The voice PADs submitted in the ASVspoof 2015 competition 

demonstrate this. System A, the best system in the ASVspoof 2015, proposed using two features for artificial 

speech detection: mel-frequency cepstral coefficients (MFCC) and cochlear filter cepstral coefficients plus 

instantaneous frequency (CFCCIF) using GMM classifier. Although system A performed with an average of 

1.21% EER, the average EER for known and unknown attacks were 0.41% and 2.01%, respectively. 

Similarly, most systems submitted to the ASVspoof 2015 challenge encountered a similar circumstance in 

which they were unable to identify the S10 attack effectively, which was the sole attack produced using the 

waveform concatenation method. This pattern can be interpreted as possible overfitting in the proposed voice 
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PADs. Hence, more informative features are needed to generalize voice PAD against unseen spoofing attacks 

[16]. One solution is to produce new features using feature engineering, in which new descriptive features are 

constructed to be used to train a predictive model. This paper is written to propose a new feature engineering 

approach using data transformation techniques for artificial speech detection. In this work, rather than using 

conventional signal processing to extract features from speech, we proposed to use data transformation to 

apply the techniques from other domains such as image processing for artificial speech detection. The 

proposed approach is motivated by the success of deploying image classification techniques to sounds 

classification and speaker recognition [11]. An ensemble classifier in the form of random forest (RF) was 

used to generate the artificial speech model. The performance of the proposed approach is detailed, along 

with the results and discussion. Then, issues and future work to mitigate the limitation of the proposed 

approaches are described in this paper. 

The key contributions of this paper are: 

− Application of data transformation techniques to engineer image-based features to detect artificial 

speech 

− Application of RF to be used with the new features engineered to detect artificial speech 

− Empirical evaluation of the proposed approach with the existing work found in the literature 

 

 

2. THE PROPOSED METHOD  

In this paper, data transformation is considered to generate potential generalized features for voice 

PAD. In the conventional approach, features such as MFCC and CQCC are extracted directly from the 

speech signal to determine the genuineness of the speech. Recently, deep learning approaches, including 

CNN, were frequently being used to automatically extract features from image representation of speech 

signals. Unlike conventional and deep learning feature extraction approaches, the work presented in this 

paper proposed to use handcrafted features extracted from the image and hexadecimal frequency 

representation of the speech signal. In this paper, audio recordings were first transformed into images. Then, 

the image-based features are extracted from the transformed data to form the feature vectors. Figure 2 shows 

the differences between the conventional approach and the proposed feature engineering for artificial speech 

detection. The proposed feature engineering allows new features to be extracted from the speech data. 

Subsection 2.1 describes the generation of image-based features considered in this paper. Subsection 2.2 

presents the RF classifier used for artificial speech detection in this work. 

 

 

 
 

Figure 2. The comparison of the conventional approach and the proposed data transformation approach for 

artificial speech detection 

 

 

2.1.  Transformation of audio data into image representation and extraction of image-based features 

Spectrogram and MFCCs are two common forms used to represent audio data [17], [18]. However, 

little attention has been paid to use both as images, whereby image-based features could be extracted for 

voice PAD. In work presented in this paper, the audio signals are represented as Spectrogram and MFCCs 

images. Different features were then extracted from each of the generated images. Figure 3 shows the process 

of the feature extraction from Spectrogram and MFCC images proposed in this paper. The speech signal is 

first transformed into spectrogram and MFCC images. Then, the color layout filter (CLF) and local binary 

patterns (LBP) features are extracted from the spectrogram to form the spectrogram-based features. 

concerning MFCC images, the CLF features are extracted to form the MFCC-based features. 

A spectrogram is a representation of a signal that shows the signal’s spectral information as 

frequency over time in the form of visual. Figure 4 shows how spatial differences between genuine and spoof 

voices using Spectrogram image representation could be observed. In this example, a genuine voice contains 
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less background noise in a certain region of the spectrogram, while the spoof voice contains more 

background noise. To detect more differences between genuine and spoof voices in the voice-transformed 

images such as spectrogram, image classification techniques could be used as suggested in [17]. MFCC is an 

audio feature commonly used for signal processing, especially speech recognition [18], [19]. Figure 5 shows 

the generated MFCC images of genuine and spoof voices. From Figure 5, a slightly different color intensity 

in the region of a non-speech segment can be observed when comparing the MFCC images of genuine and 

spoof speech. 

 

 

 
 

Figure 3. The feature extraction process 

 

 

 
 

Figure 4. The observable spatial differences between genuine and spoof voices using spectrogram generated 

from the audacity tool 

 

 

 
 

Figure 5. An example of MFCC images generated for genuine and spoof voices of a speaker 

 

 

CLF was selected for feature extraction as it describes the spatial distribution of colors in an image 

and it works well in image classification when applied on color spectrogram [20]. In the CLF algorithm, the 

input image was divided into 64 blocks. Then, the values of all pixels within each block were averaged to 

obtain a representative color, resulting in three 8×8 arrays, collectively representing YCbCr color space. 
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Then, discrete cosine transform (DCT) was applied to the three 8×8 arrays, resulting in three DCT matrices, 

one for each YCbCr component. The CLF descriptor was formed by reading the coefficients from the 

matrices in zigzag order. The CLF descriptor contains a total of 33 features generated. As shown in Figures 4 

and 5, genuine and artificial voices may be distinguished by the differences in the spatial distribution of color 

in certain regions of the generated Spectrogram and MFCC images. Figure 6 shows the process of CLF 

features extraction. 

LBP is chosen in this paper as it is commonly used and produced good descriptors of texture in 

image classification. Figure 7 shows the process of LBP feature extraction. To extract LBP features from a 

Spectrogram image, the 3D color pixels were converted into 2D grayscale values. For each pixel in the 

converted grayscale image, a neighborhood radius r surrounding the center pixel was selected. Then, the LBP 

value was calculated for this center pixel and stored as a 2D array with the same height and width as the 

converted grayscale image. Then, the center pixel was compared to the surrounding neighborhood pixels, 

whether the neighbor pixels were greater-than-or-equal-to the center pixel. If the neighbor pixel was greater 

than or equal to the center pixel, then the value will be set as 1; otherwise, 0 will be set. The possible number 

of combinations of LBP codes was 2p, where p is the number of neighborhood pixels. In original LBP, with 

neighborhood radius, =1 and p=8, there were 28=256 possible number combinations of the LBP codes, 

ranged 0-255. A frequency histogram of LBP codes was computed as LBP features. Details of LBP can be 

found in [21].  

 

 

 
 

Figure 6. The process of CLF features extraction  

 

 

 
 

Figure 7. The process of LBP features extraction 
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In this paper, the Spectrogram and MFCC images were generated from audio recordings using 

Python. Spectrogram and MFCC images were plotted using pyplot and librosa libraries, respectively. The 

generated images were then saved in PNG format with a size of 640×480 pixels. The CLF implementation in 

Weka [22] was used to extract the features. The cvtColor() algorithm of the OpenCV library (cv2) was 

employed for grayscale conversion in Python. Concerning LBP, a neighborhood radius r=1 was chosen as it 

was the setting used in the original LBP [21] and most used in the literature, in which there were eight 

neighboring pixels in a 3×3 pixels window. The frequency histogram computed from LBP was used as LBP 

features in this work. In total, 322 features were extracted from the spectrogram and MFCC represented 

audio data. A total of 289 features were generated from the spectrogram; 33 were CLF and 256 were LBP 

features. Concerning MFCC, a total of 33 CLF features were generated. 

 

2.2.  Random forest (RF) classifier for artificial speech detection 

Features were extracted from data samples and automatically learned using a deep learning process, 

which was then used to predict the data samples’ class labels in end-to-end learning. Unlike the end-to-end 

approach, a backend classifier is needed to differentiate between genuine and spoof speech using the 

proposed handcrafted features. In this work, an ensemble classifier is selected as it shows good classification 

results when applied with handcrafted features [23]–[25]. 

RF is a supervised, ensemble learning model where decision trees are bagged for classification and 

regression. In an RF model, multiple decision trees based on randomly selected training subsets were trained 

and merged to get a more accurate and stable prediction via votes aggregation. 

The use of the greedy algorithm to select the best split point at each step in the tree building process 

will lead to similar resulting trees for bagged decision trees. This resulting in the reduction in the variance of 

the predictions of the bagged decision trees. To mitigate this issue, RF is an improved version of bagged 

decision trees that disrupt the greedy splitting algorithm during tree creation. When the greedy splitting 

algorithm is disrupted during tree creation in RF, the split points of decision trees can only be chosen from a 

subset of the input features at random. As a result, the similarity between the bagged decision trees decreased 

and led to lower bias and higher variance of the predictions. Due to its simplicity and predictive performance, 

RF was chosen as a backend classifier for artificial speech detection in this work. Details of RF can be found 

in [26]. The Weka implementation of the identified classifiers was used in work presented in this paper. 

 

 

3. RESEARCH METHOD 

An experiment was executed to test the proposed approach’s generalization capability in identifying 

artificial speech as an independent system rather than as part of an integrated ASV system. The ASVspoof 

2015 dataset, the largest and most used public dataset for artificial speech detection, was used to measure the 

performance of the proposed approach. The recent ASVspoof 2019 dataset was not included as it was 

designed to evaluate the impact of the countermeasures on the reliability of an ASV system when subjected 

to spoofing attacks [27], which is out of the scope of the work presented in this paper. 

The ASVspoof 2015 dataset used in the experiment was made up of speech synthesis and voice 

conversion attacks in addition to genuine speeches. The ASVspoof 2015 dataset was collected and generated 

from a total of 106 speakers, specifically 45 male and 61 female speakers. The genuine speeches of the 

ASVspoof 2015 were recorded in a semi-anechoic chamber having a solid floor, whereas the spoof speeches 

were generated using ten different common speech synthesis and voice conversion algorithms. These 

algorithms produced ten different categories of attacks (S1-S10). The known attacks in the ASVspoof 2015 

dataset were made up of S1-S5 attacks, which used common voice conversion and speech synthesis 

algorithms. The unknown attacks in the ASVspoof 2015 dataset were made up of S6-S10 attacks. S1, S2, and 

S6-S9 attacks were generated using voice conversion algorithms, whereas S3, S4, and S10 attacks were 

generated using speech synthesis algorithms. Details on each of the ten spoofing algorithms used in the 

production of spoof speeches in the ASVspoof 2015 dataset are available in [6]. 

Four types of features were extracted from the audio recordings of the ASVspoof 2015 dataset, 

whereas the classifications were conducted using the weka tool. Most of the parameters set in the Weka tool 

were empirically found to be working well in most cases; hence this work uses the suggested parameters by 

Weka. There were training, development, and evaluation sets in the ASVspoof 2015 datasets. As described in 

[6], the training set is to train and build a PAD model, whereas the development set is for model tuning and 

refinement, and the evaluation set is for model evaluation. An experiment was conducted to evaluate the 

performances of the different combinations of the extracted features and classifiers. The experiment was 

conducted for each combination of features and classifiers, where both training and development sets were 

used to train the model, whereas the evaluation set was used for validation. The experiment was conducted 

using a machine with specifications: Intel i5-3210M processor, 2.50 GHz, 8 GB of RAM, Windows 10  

(64-bit) OS. 
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4. RESULTS AND DISCUSSION 

In this work, we showed the accuracy and F1-score of each model as a supporting metric in addition 

to the EER for a better comparison of the model performances. This is because a lower EER may not 

necessarily indicate that a model predicted more instances correctly. F1-score is often used in binary 

classification to evaluate how good the classifier is in detecting positive cases. Table 1 shows the results of 

experiment 1, whereby the detection was performed to identify genuine or artificial speech, with the best-

performed combination of features and classifiers using the four features proposed. Several recent works that 

used both training and development sets for model training, namely Model1-Model3 [28]–[30], were used for 

comparison to present the competitiveness of the proposed approach to the state-of-the-art. In the remainder 

of this section, the combination of features and classifiers is represented using the model number, as shown 

in Table 1. Figure 8 shows detection error tradeoff (DET) curves for Model4-Model7 in experiment 1. 

 

 

Table 1. The performances of the models trained with both train set and development set and tested with the 

evaluation set of the ASVspoof 2015 dataset 
Model Experiment 1 (Eval Set) 

EER (%) Accuracy (%) F1-Score (%) 

Model1: Scattering cepstral coefficients (SCC)+GMM-UBM [28] 0.18 - - 

Model2: Compressed sensing for high dimensional features (CS-HD)+i-vector [29] 0.24 - - 

Model3: CQCC+SCC+GMM-UBM [30] 0.10 - - 

Model4: Spectrogram image CLF+RF 17.61 93.02 96.42 
Model5: Spectrogram image LBP+RF 17.09 94.35 97.11 

Model6: MFCC image CLF+RF 0.10 99.93 99.96 

Model7: MFCC image LBP+RF 30.01 95.01 97.45 

 

 

 
 

Figure 8. DET curves of Model4-Model7 in experiment 1 

 

 

As the primary metric used in the ASVspoof 2015 was EER only, hence the accuracy of the Model1-

Model3 are not shown in Table 1. From Table 1, most of the proposed models performed with over 17% EER 

in experiment 1. All the proposed models (Model4-Model7) achieved accuracy over 90% in experiment 1. In 

experiment 1, Model6 achieved the lowest EER and the highest accuracy among the proposed models. It can 

be observed clearly in Figure 8 that the performance of Model6 was far better than other models. On the other 

hand, all the proposed models (Model4-Model7) achieved over 96% F1-score. This indicates that the 

proposed models were very good in detecting the spoof voices while at the same time has low 

misclassification of genuine instances as a spoof. 

The combination of the MFCC image with the CLF feature extractor has produced a robust feature 

that enabled the Model6 to perform the best in experiment 1. MFCC uses a Mel scaling that produces a series 

of coefficients resembling the resolution of the human auditory system, which is different from spectrogram 

that uses a linear frequency scaling. In addition, the differences in the spatial distribution of color in the 
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MFCC images between genuine and spoof could be detected by the CLF feature extractor. Therefore, the 

MFCC based features performed the best when using the CLF feature extractor for artificial speech detection. 

Other than the robustness of the MFCC CLF feature, the use of RF may be one of the factors that lower EER 

was achieved by Model6 in experiment 1. Due to the nature of RF, decision trees with more variation were 

built when the number of instances in training data to be randomly selected increases. Eventually, this 

produces a more generalized predictive model as the similarity between the bagged trees decreased. 

Therefore, having more data in model training may improvise the detection rate, though it may not always be 

the case. 

In terms of detection error trade-off, a DET curve was presented in Figure 8 using the results 

obtained in experiment 1. A DET curve shows the detection error trade-off between the false-negative rate 

(miss probability) and false positive rate (false alarm probability) of a binary classification model. From 

Figure 8, Model6 has a significantly lower detection error trade-off than other models in experiment 1. This 

indicates Model6 performed significantly better than other models in experiment 1. 

Besides, the robustness of Model6 can also be seen by looking at the ISO/IEC standard metrics, 

namely, attack presentation classification error rate (APCER) and bonafide presentation classification error 

rate (BPCER) of the model. In total, only 130 out of 193,404 instances (0.07%) in the ASVspoof 2015 

evaluation set were misclassified by Model6. The APCER of Model6 was 0.02%, given 29 out of 184,000 

spoof instances were misclassified as genuine. The BPCER of Model6 was 1.07%, given 101 out of 9,404 

genuine instances were misclassified as a spoof. Nonetheless, the difference between APCER and BPCER 

was about 1%. To further compare our best model, Model6, with recent works, the comparison of artificial 

speech detection by category of attacks (S1-S10) is presented in Table 2. 

 

 

Table 2. The comparison of the performance of our best model with recent works on the evaluation set of the 

ASVspoof 2015 dataset by category of attacks (S1-S10) 
Model   EER (%)   

 Known Attack   Unknown Attack  

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

Model1  0.02   0.33  

Model2 0.02 0.03 0.01 0.01 0.02 0.01 0.00 0.01 0.00 26.28 

Model3 0.00 0.01 0.00 0.00 0.02 0.01 0.01 0.00 0.00 0.95 

Model6 0.14 0.10 0.02 0.02 0.21 0.21 0.14 0.02 0.12 0.03 

 

 

From Table 2, it can be observed that our model, Model6, significantly outperformed Model1 - 

Model3 for the S10 attacks scenario, the most difficult spoofing attack. Model6 also produced comparable 

performances on other categories of attack. Besides, it can be observed that Model6 recorded 0.02-0.21% 

EER across S1-S10 attacks. Model6 that performed with an overall EER of 0.10%, recorded a significantly 

higher EER of 0.95% on the S10 attack despite the model achieved below 0.02% EER in other attacks (S1-

S9). This indicates that Model6 is more generalized than the others. 

There were 9,404 genuine instances and 18,400 spoof instances of each attack type (S1-S10) in the 

ASVspoof 2015 evaluation set. The misclassified instances for genuine, known, and unknown attacks by 

Model6 were 101, 11, and 18 instances, respectively. An interesting observation is that there were no 

instances from S10 attacks being misclassified as genuine by Model6, in which the 0.03% EER for S10 

attacks were incurred by the false alarm. Unlike known attacks (S1-S5), which were generated using a 

vocoder, S10 attacks were generated without a vocoder. This was the factor that has caused most of the state-

of-the-art voice PAD systems to suffer from significantly higher EER on S10 attacks. Comparably, Model6 

has successfully identified all S10 attacks as a spoof; hence it was more generalized and effective in detecting 

artificial speech regardless of the use of the vocoder. 

To prevent unreliable performance evaluation, EER, accuracy, and F1-score were used in this work. 

From the results shown in Table 1, the performance of Model6 is reliable as the EER, accuracy, and F1-score 

were good. Very high accuracy and F1-score but high EER can be obtained if the proportion of either class of 

the test set was overwhelming and the model biased toward one of the classes with overwhelming proportion. 

For example, a test set was made up of 100 instances with 90 spoof instances and ten genuine instances. If 

the model was bias and overfitting, it might predict all instances of the test set as a spoof to achieve high 

accuracy and F1-score. In this case, the accuracy of the model would be 90%, whereas the EER would be 

50%. However, Model6 was not the case. From the results, as shown in Tables 1 and 2, the low EER achieved 

by Model6 indicated that the high accuracy achieved was neither due to bias nor overfitting. The combination 

of RF and MFCC image-based CLF features was shown to be effective in detecting artificial speech as 

Model6 produced a low EER of 0.10% while achieving high accuracy and F1-score of 99.93% and 99.96%, 
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respectively. It is also shown to be able to produce similar detection performance on all categories of attacks 

(S1-S10). 

 

 

5. CONCLUSION  

In this paper, a feature engineering approach to produce handcrafted features for artificial speech 

detection was proposed. The contribution of this paper is in the proposed combination of features engineered 

using data transformation approaches and RF classifier for artificial speech detection. Four types of image-

based spectrogram and MFCC features were extracted to classify genuine and spoof speeches. The 

ASVspoof 2015 dataset was used in the experiment to determine the effectiveness of the proposed approach 

against artificial speech. An experiment was run to compare the performance of the new features with the RF 

classifier for artificial speech detection. From the experiment, the results showed that the proposed approach 

could produce a model (Model6) which used an Image Filter called CLF to extract features from MFCC 

images and a Random Forest as the classifier. The combination of the MFCC CLF feature and RF classifier 

generated a well-performed model, which yields good EER, accuracy, and F1-score of 0.10%, 99.93%, and 

99.96%, respectively, in detecting artificial speech. However, in a real-world scenario, speech data were 

always exposed to various noises that deteriorate the audio quality. As the ASVspoof 2015 dataset contained 

only clean audio recording, the proposed approach may not be able to achieve similar performance when 

tested on the noise added dataset. Hence, future work is directed to test the proposed approach on the noise 

added dataset. Then, the investigation of feature fusion and ensemble classifiers to improve the performance 

further and to expand the detection to other types of presentation attacks such as replay attacks. In addition, 

more datasets will be used to evaluate the generalization capability of feature engineered using a data 

transformation approach against previously unseen spoofing attacks. Lastly, the integration of the proposed 

approach with the ASV systems will be conducted and tested on the ASVspoof 2019 dataset. 
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