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 Protein interactions play an essential role in the study of how an organism 

can be infected with a disease and also its effects. One of the challenges in 

computational methods in the prediction of protein-protein interactions is 

how to represent a sequence of amino acids in a vector so that it can be used 

in machine learning to create a model that can predict whether or not an 

interaction occurs in a protein pair. This paper examined the qualitative 

feature encoding methods of amino acid sequence, namely, multivariate 

mutual information (MMI), and the quantitative feature encoding methods, 

namely, autocorrelation. We develop the new design for MMI and 

autocorrelation feature encoding methods which give better results than the 

previous research. There are four ways to build the MMI method and six 

ways to build the autocorrelation method that we tested. We also built four 

types of MMI-autocorrelation (mixed) method and look for the best form of 

each type of MMI, autocorrelation, and mixed-method. We combine these 

feature encoding methods with support vector machine (SVM) as machine 

learning methods. We also test the encoding methods we propose to several 

machine learning classifier methods, such as random forest (RF), k-nearest 

neighbor (KNN), and gradient boosting. 
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1. INTRODUCTION  

Proteins are linear polymers of amino acids linked together by peptide bonds [1]. Amino acids are 

organic molecules that have a distinctive structure that consists of a central alpha carbon atom (𝐶𝑎) bound to 

four different chemical groups: amino groups (−𝑁𝐻2), carboxyl groups or carboxylic acids (−𝐶𝑂𝑂𝐻), a 

hydrogen atom (H), and a variable group called a side chain group, or R. Protein-protein interactions are 

known as processes of physical contact between proteins contained in cells or an organism. Moreover, the 

physical contact between two proteins does not necessarily produce an interaction; thus, the physical contact 

referred to in protein interactions needs to be elucidated and specified. According to Rivas and Fontanillo [2], 

the definition of protein-protein interactions should consider that interactions must occur intentionally; the 

interactions that occur result from certain selected biomolecular events. The occurring interactions must be 

non-generic, evolved for specific purposes that differ from the generic functions, such as protein production 

and degradation of functions. In general, protein interactions are divided into two types: the first one is the 

interaction between proteins in an organism, and the second is the interaction between proteins from different 

organisms, which is also known as pathogen-host interaction (PHI) [3]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Identification of protein interactions is very important to explain the function of proteins and 

identify the biological processes that occur in cells. Protein interactions induce a variety of changes, 

including changes in signals in cells and enzymatic reactions. Knowledge of protein interactions can help in 

the study of the mechanism of a disease caused by a virus infection [4], [5], in which its results are also used 

for developing a drug design for the corresponding disease. Although there has been a rapid development in 

technology for studying protein interactions, the cost of experimentation in studying protein interactions is 

still high. Also, the research process requires a lot of time and effort. For example, suppose there are 100 

proteins in organism A and 200 proteins in organism B; studying which proteins interact requires testing as 

much as 20, 000 times. In reality, the amount of protein in an organism can reach thousands or tens of 

thousands, so that the testing process becomes longer; thus, it is impossible to study all of the possible pairs 

in a short time. Due to limited costs, time and effort, it is important to choose protein pairs that will be 

prioritised in the study and ignore the other protein pairs. 

The bioinformatics researchers are vying to develop a computational approach for accurately and 

efficiently studying and predicting protein-protein interactions. This method was developed to help 

researchers in the field of biological sciences select which protein pairs are unlikely to have interactions, so 

that researchers can eliminate other protein pairs. Until now, various types of coding techniques and machine 

learning-based computing methods for determining whether or not proteins interact have been widely 

developed. According to the previous research there are some methods that using information of evolution 

[6], using natural language processing [7], and using clustering methods [8], [9] to learn protein-protein 

interaction. The most popular method is predicting the interaction between two proteins based on the 

sequences of amino acids. In the process, the researchers manipulated amino acid sequences into vectors to 

be processed using machine learning methods to create a model that could predict the interaction between 

two proteins. 

In manipulating proteins into a vector, which is called the feature encoding method, researchers 

have developed several types of methods. In general, we classify the encoding methods of those features into 

three types. The first one includes encoding methods that calculate values based on the composition, 

transition and distribution of amino acid sequences. In this method, the researchers categorised 20 types of 

amino acids into several classes. The amino acid sequence was converted into a sequence of numbers 

representing the class of each amino acid. A mathematical calculation was then performed to produce values 

that will be used as features to be studied via machine learning. We called this type of encoding method as 

qualitative encoding method. The encoding methods incorporated into this qualitative type are conjoint triad 

[10], multivariate mutual information (MMI) [11] and local descriptor [12]. The second type of feature 

encoding method uses the characteristic values of each amino acid’s physicochemical properties. In this 

method, the sequences of amino acids, which are sequences of letters, will be converted into sequences of 

numbers representing the physicochemical property value of each corresponding amino acid. The sequences 

of numbers will be processed using mathematical or statistical methods, and this second method is called the 

quantitative method. The encoding methods incorporated into this quantitative type are Moran 

autocorrelation (MAC) [12] and normalised Moreau-Broto autocorrelation (NMBAC) [11]. The third method 

is the feature encoding method that uses matrices to manipulate amino acid sequences into a vector. Aside 

from these three types of methods, some studies used a combination of two or more methods. Ding et al. [11] 

compared the effectiveness of the MMI encoding method, NMBAC and combinations of those two types of 

encoding methods. These methods are combined with a random forest (RF) machine learning classifier. 

In this study, we developed new ways to build a qualitative and quantitative feature encoding 

methods. The qualitative encoding method that we used was MMI, while the quantitative encoding method 

that we used was the method that adopts the calculation of autocorrelation coefficients using physicochemical 

property values. We also examined the results of the combination of the MMI and autocorrelation feature 

encoding method and compared them with those of each feature encoding method. We employed this 

encoding method using a support vector machine (SVM) classifier to predict the possibility of protein 

interaction based on the data on protein interactions in HIV-1 and humans. Subsequently, we identified 

methods that can optimise the prediction results of protein interactions by calculating the values of accuracy, 

sensitivity, specificity and F1 score. We used the protein interaction data between HIV-1 and humans from 

the National Centre for Biotechnology Information (NCBI) website. 

 

 

2. RESEARCH METHOD 

We collected data on the protein interactions between HIV-1 and humans. Then, the data was 

divided into training data and testing data at a ratio of 4:1. Furthermore, sequences of amino acids were 

converted into specific dimensional vectors using the feature encoding method. Subsequently, the vectors 

formed from the training data were used and studied using an SVM to predict the possibility of protein 
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interaction of protein pairs. In the final stage, the model was tested using data testing, and the values of 

accuracy, sensitivity, specificity and F1 score were calculated to evaluate the model created. We conducted 

five trials to avoid assumption that the model obtained will yield good results for each type of feature 

encoding method as the training and testing data were coincidentally divided into accurate proportions. After 

conducting the five trials, an average was taken as the value representing each of the models studied. To 

identify the best feature encoding method, we tested each method in the prediction of protein interactions 

using the SVM classifier. We took each of the two best qualitative and qualitative types to develop a 

combined feature encoding method. 

 

2.1.  Datasets 

According to Kösesoy et al. [3], one of the common problems in the development of computational 

methods for predicting protein interactions is scarce protein interaction data. We used data on the protein 

interactions between HIV-1 and humans, which was downloaded from the NCBI website. In the list of 

interacting proteins that were downloaded, there were 16,215 pairs of protein interaction data. We reduced 

the duplicated data so that the existing data will also be reduced to 7,919 pairs. We downloaded the amino 

acid sequences found in both HIV-1 and humans. We compiled them into datasets of interacting protein 

pairs, which are called positive datasets. Aside from the scarcity of data, the unavailability of data pairs of 

proteins that do not interact was also a problem [13]. To solve this problem, we randomly selected  

7,919 pairs of proteins that did not exist in the downloaded protein interaction database to be used as 

assumed pairs of non-interacting proteins. The pairs were chosen to be used as negative datasets. Thus, there 

were 15,838 pairs of HIV-1 and human proteins in the dataset used, which consisted of 7919 pairs of positive 

datasets and 7,919 pairs of negative datasets. 

 

2.2.  Feature encoding methods 

In this study, we used MMI and three different formula of autocorrelation coefficient as feature 

encoding methods. There are four types of MMI feature encoding method and six types autocorrelation 

feature encoding methods we test in this paper. We develop the MMI methods by using different 

combination of classification of amino acids and formula. We also test the different formula of 

autocorrelation coefficient, which are moran, normalised Moreau-Broto and geary autocorrelation. 

 

2.2.1. Multivariate mutual information (MMI) 

In 1948, Shannon introduced the concept of representing the measuring value of non-linear 

relationships between two variables, which is known as the concept of mutual information (MI), in the future 

[14]. The concept was developed to measure the non-linear relationships of three or more variables, further 

known as MMI. Ding et al. [11] adopted the concept of MI and MMI to be used as features to describe amino 

acid sequences. They manipulated the form of amino acid sequences into sequences of numbers by 

classifying amino acid sequences based on the specific properties of each amino acid, after which they 

calculated the MI and MMI values of each protein. In the final stages, they created a vector containing the 

calculated MI and MMI values, where they are used as vectors representing the corresponding amino acid 

pairs. 

 

a. Conversion of amino acid sequences into sequences of numbers 

According to previous studies [10]–[12], protein interactions can be explained by the dipole scale 

values and volume of the side chain of each amino acid. Based on these two things, 20 types of amino acids 

are divided into 7 classes, as presented in Table 1. In the early stages, a sequence of amino acids is converted 

into a sequence of numbers indicating each amino acid class. For example, suppose that there is a sequence 

of amino acids ACFHLP. Inspired by Ding et al. [11], we convert the amino acid sequence into 013433 

because based on Table 1, A is in class 0, C is in class 1, H is in class 4, and F, L and P are in class 3. 

 

b. Calculation of the values of MI and MMI 

After converting a sequence of amino acids into a sequence of numbers, we calculate the frequency 

of element 𝑎 (𝑛𝑎) that appears in that sequence (𝑎 = 0, 1 … , 6 ). Furthermore, we calculate the values of the 

2-g feature (𝑛00, 𝑛01, . , 𝑛66) and the 3-g feature (𝑛000, 𝑛001, … , 𝑛666) as shown in Figure 1. The next step is 

to calculate the values of non-linear relationships between two variables (MI) and three variables (MMI) 

using the values of 𝑛𝑎 , 𝑛𝑎𝑏 and 𝑛𝑎𝑏𝑐, according to the formula used by Ding et al. [11]: 

 

𝐼(𝑎, 𝑏) = 𝑓(𝑎, 𝑏)𝑙 𝑛 (
𝑓(𝑎,𝑏)

𝑓(𝑎)𝑓(𝑏)
 ) (1) 
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𝐼(𝑎, 𝑏, 𝑐) = 𝐼(𝑎, 𝑏) − 𝐼(𝑎, 𝑏 |𝑐) (2) 

 

where 

 

𝐼(𝑎, 𝑏|𝑐) = 𝐻(𝑎|𝑐) − 𝐻(𝑎|𝑏, 𝑐) (3) 

 

𝐻(𝑎|𝑐) = −
𝑓(𝑎,𝑐)

𝑓(𝑐)
𝑙 𝑛 (

𝑓(𝑎,𝑐)

𝑓(𝑐)
 ) (4) 

 

𝐻(𝑎|𝑏, 𝑐) = −
𝑓(𝑎,𝑏,𝑐)

𝑓(𝑏,𝑐)
𝑙 𝑛 (

𝑓(𝑎,𝑏,𝑐)

𝑓(𝑏,𝑐)
) (5) 

 

 

Table 1. Classification of 20 amino acids based on dipole scales and volume of side chains [10]–[12] 
Class Group Dipole Scale Volume Scale 

0 A,G,V 𝐷𝑖𝑝𝑜𝑙𝑒 < 1.0 𝑉𝑜𝑙𝑢𝑚𝑒 < 50 

1 C 1.0 < 𝐷𝑖𝑝𝑜𝑙𝑒 < 2.0 (form disulphide bonds) 𝑉𝑜𝑙𝑢𝑚𝑒 > 50 

2 D,E 𝐷𝑖𝑝𝑜𝑙𝑒 > 3.0 (opposite orientation) 𝑉𝑜𝑙𝑢𝑚𝑒 > 50 

3 F,I,L,P 𝐷𝑖𝑝𝑜𝑙𝑒 < 1.0 𝑉𝑜𝑙𝑢𝑚𝑒 > 50 

4 H,N,Q,W 2.0 < 𝐷𝑖𝑝𝑜𝑙𝑒 < 3.0 𝑉𝑜𝑙𝑢𝑚𝑒 > 50 

5 K,R 𝐷𝑖𝑝𝑜𝑙𝑒 > 3.0 𝑉𝑜𝑙𝑢𝑚𝑒 > 50 

6 M,S,T,Y 1.0 < 𝐷𝑖𝑝𝑜𝑙𝑒 < 2.0 𝑉𝑜𝑙𝑢𝑚𝑒 < 50 

 

 

 
 

Figure 1. Converting amino acid sequence into a class sequence 

 

 

Considering the possibility of the absence of element 𝑎 in a converted sequence (𝑛𝑎 = 0), if we 

define 𝑓(𝑎) = 𝑛𝑎, the MI and MMI values will become undefined, as 𝑓(𝑎) is the denominator in each 

formula above. Thus, the value 𝑓(𝑎) needs to be defined to avoid the MI and MMI values from becoming 

undefined according to Ding et al. [11]: 

 

𝑓(𝑎) =
𝑛𝑎+1

𝐿+1
 (6) 

 

where L denotes the length of the sequence. As the multivariate value of information between 𝑎 and 𝑏 is 

equal to the mutual value of information between 𝑏 and 𝑎, which means 𝐼(𝑎, 𝑏) = 𝐼(𝑏, 𝑎), we only use one 

value, that is, 𝐼(𝑎, 𝑏), and ignore 𝐼(𝑏, 𝑎), as well as the values of MMI. 

In this study, we also attempted to build an MMI feature encoding method by applying the same 

concept but using a combination of different ways amino acid classification and defining the 𝑓(𝑎) function. 

In the feature encoding method of global encoding [15], 20 amino acids are grouped into 6 classes based on 

the carbon chain structure of each amino acid, as shown in Table 2. 
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Furthermore, considering the condition when each value 𝑛𝑎 added by one, the length of the 

sequence will increase according to the number of possible values of 𝑎. For example, if each value 

𝑛0. 𝑛1, … , 𝑛6 is added by one, then the length of the sequence will increase to seven because there are seven 

possibilities of 𝑎: 0, 1, 2, 3, 4, 5 and 6. Therefore, we define variable 𝑐 so that: 

 

𝑓(𝑎) =
𝑛𝑎+1

𝐿+𝑐
 (7) 

 

where 𝑐 denotes the number of possible values of 𝑎. Since there are seven classes, when calculating 𝑓(𝑎), we 

used 𝑐 = 7. To calculate each value of 𝑓(𝑎, 𝑏), we used 𝑐 = 28, as there are 28 pairs of 𝑎 and 𝑏 (00, 01, …, 

66). To calculate 𝑓(𝑎, 𝑏, 𝑐), we used 𝑐 = 84, as there are 84 values of 𝑎, 𝑏, 𝑐 that can be obtained from 

combinations of those seven classes. To represent a sequence of amino acids, we created a 119-dimensional 

vector (7 + 28 + 84) that contains 𝑓(𝑎), 𝐼(𝑎, 𝑏) and 𝐼(𝑎, 𝑏, 𝑐). Because there are two proteins (host and 

pathogen), the vector formed has a dimension of 119 × 2 = 238. Similarly, when classifying 20 amino acids 

based on Table 2, there are 6 values of 𝑓(𝑎), 21 values of 𝐼(𝑎, 𝑏) and 56 values of 𝐼(𝑎, 𝑏, 𝑐); thus, the vector 

formed has a dimension of 83 × 3 = 166. By permutating two ways of classifying amino acids and two 

ways of defining the function 𝑓(𝑎), there are four types of MMI that we will test: 

i) MMI with Table 1 and 𝑓(𝑎) =
𝑛𝑎+1

𝐿+1
 

ii) MMI with Table 1 and 𝑓(𝑎) =
𝑛𝑎+1

𝐿+𝑐
 

iii) MMI with Table 2 and 𝑓(𝑎) =
𝑛𝑎+1

𝐿+1
 

iv) MMI with Table 2 and 𝑓(𝑎) =
𝑛𝑎+1

𝐿+𝑐
 

 

 

Table 2. Classification of 20 amino acids based on each structure of carbon chains [15] 
Group Amino Acid classification Amino Acids 

0 Aliphatic A,V,L,I,M,C 

1 Aromatic F,W,Y,H 

2 Polar S,T,N,Q 

3 Positive K,R 

4 Negative D,E 

5 Special G,P 

 

 

2.2.2. Autocorrelation 

Inspired by previous studies using physicochemical properties, Ding et al. [11] adopted the concept 

of NMBAC value calculation using six physicochemical property values to convert amino acid sequences. 

The six values are hydrophobicity (H1), volumes of side chains of amino acids (VSC), polarity (P1), 

polarizability (P2), solvent-accessible surface area (SASA) and net charge index of side chains (NCISC). 

Wang et al. [16] applied the concept of autocovariance by using seven physicochemical properties, of which 

six were the same as those in the research by Ding et al. [11] and the seventh one was hydrophilicity (H2). In 

this study, we applied autocorrelation concepts and utilised the physicochemical properties of each amino 

acid to convert amino acid sequences. We tested the use of both six and seven physicochemical properties to 

compare the results. 

 

a. Conversion of amino acid sequences into sequences of physicochemical properties 

Using the values of physicochemical properties as shown in Table 3, we convert sequences of amino 

acids into sequences of numbers. Assuming a sequence of numbers formed as a time series, we calculate the 

autocorrelation coefficient values using a variety of different lag values. We use lag values from 1 to 30 

similar to those used by Ding et al. [11]. Furthermore, we tested three autocorrelation concepts, namely, 

NMBAC, MAC and GAC, each divided into two types, using six physicochemical properties (without H2) 

and seven physicochemical properties (with H2). 

Each sequence of amino acids will be converted into six or seven sequences containing numbers, 

where each sequence represents the values of a particular type of physicochemical property as shown in 

Figure 2. Since the lag values we used are 1 to 30, if we build a vector using seven physicochemical 

properties, we obtain a 210-dimensional vector (30 × 7)  to represent an amino acid sequence. Also, as there 

are two proteins (host and pathogen), we obtain a 420-dimensional vector. Similarly, we created a  

360-dimensional vector (30 × 6 × 2) to represent a pair of proteins using the concept of autocorrelation with 

six values of physicochemical properties. 
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Figure 2. Conversion of amino acid sequences into sequences of physicochemical properties 

 

 

Table 3. The values of physicochemical properties of amino acids [17] 
No H1 H2 V P1 P2 SASA NCI 
A 0.62 −0.5 27.5 8.1 0.046 1.181 0.007187 
C 0.29 −1 44.6 5.5 0.128 1.461 −0.03661 
D −0.9 3 40 13 0.105 1.587 −0.02382 
 −0.74 3 62 12.3 0.151 1.862 0.006802 

F 1.19 −2.5 115.5 5.2 0.29 2.228 0.037552 
G 0.48 0 0 9 0 0.881 0.179052 
H −0.4 −0.5 79 10.4 0.23 2.025 −0.01069 
I 1.38 −1.8 93.5 5.2 0.186 1.81 0.021631 
K −1.5 3 100 11.3 0.219 2.258 0.017708 
L 1.06 −1.8 93.5 4.9 0.186 1.931 0.051672 
M 0.64 −1.3 94.1 5.7 0.221 2.034 0.002683 
N −0.78 2 58.7 11.6 0.134 1.655 0.005392 
P 0.12 0 41.9 8 0.131 1.468 0.239531 
Q −0.85 0.2 80.7 10.5 0.18 1.932 0.049211 
R −2.53 3 105 10.5 0.291 2.56 0.043587 
S −0.18 0.3 29.3 9.2 0.061 1.298 0.004627 
T −0.05 −0.4 51.3 8.6 0.108 1.525 0.003352 
V 1.08 −1.5 71.5 5.9 0.14 1.645 0.057004 
W 0.81 −3.4 145.5 5.4 0.409 2.663 0.037977 
Y 0.26 −2.3 117.3 6.2 0.298 2.368 0.023599 

 

 

b. Calculation of the values of NMBAC 

To calculate the NMBAC values, we used the same equation used by Ding et al. [11]: 

 

𝑁𝑀𝐵𝐴𝐶𝑙𝑎𝑔,𝑗 =
1

𝑛−𝑙𝑎𝑔
∑ (𝑋𝑖,𝑗 × 𝑋𝑖+𝑙𝑎𝑔,𝑗)

𝑛−𝑙𝑎𝑔
𝑖=1   (8) 

 

c. Calculation of the values of MAC 

To calculate the MAC values, we used the same equation used by You et al. [12]: 

 

𝑀𝐴𝐶𝑙𝑎𝑔,𝑗 =
1

𝑛−𝑙𝑎𝑔
∑ (𝑋𝑖,𝑗−𝑋𝑖,𝑗̅̅ ̅̅ ̅)×(𝑋𝑖+𝑙𝑎𝑔,𝑗−𝑋𝑖,𝑗̅̅ ̅̅ ̅)

𝑛−𝑙𝑎𝑔
𝑖=1

1

𝑛
∑ (𝑋𝑖,𝑗−𝑋𝑖,𝑗̅̅ ̅̅ ̅)

2𝑛
𝑖=1

  (9) 

 

d. Calculation of the values of GAC 

To calculate the GAC values, we used the same equation used by Du et al. [18]: 

 

𝐺𝐴𝐶𝑙𝑎𝑔,𝑗 =
1

2×(𝑛−𝑙𝑎𝑔)
∑ (𝑥𝑖,𝑗−𝑥𝑖+𝑙𝑎𝑔,𝑗)

2𝑛−𝑙𝑎𝑔
𝑖=1

1
𝑁

∑ (𝑥𝑖,𝑗−𝑥𝑖,𝑗̅̅ ̅̅ ̅)
2𝑁

𝑗=1

 (10) 

 

2.3.  Classification methods 

There are several machine learning classifier techniques, one of which is SVM. In this research, we 

used SVM as a machine learning classifier for predicting protein-protein interaction. SVM is a machine 

learning classifier that used to solve classification problem. We compare our result with the previous result 

that also used SVM as machine learning classifier. 
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2.3.1. Support vector machine (SVM) 

SVM is a machine learning method developed based on the Vapnik-Chervonenkis theory [19]. SVM 

is generally used for some problems, such as classification, regression and density estimation [20]. SVM 

utilises data features as coordinates of points in a particular dimension that will be transformed into higher 

dimensions using a kernel function so that the data can be more easily classified [21]. The schematic of the 

main idea of SVM can be seen from Figure 3. In Figure 3, we can see that the dots in the cross and dot 

shaped classes in the two-dimensional plane are separated by a line. With the same concept, if the dots are in 

a three-dimensional plane, the separator is called a plane, whereas for dots that are at a higher dimension, the 

separator boundary is called a hyperplane. 

 

 

 
 

Figure 3. Two classes separated by a line 

 

 

As can be seen from Figures 2 and 3, the main problem of SVM is finding the best hyperplane that 

can separate the data into two classes; mathematically, the hyperplane should have a maximum distance to 

the nearest point. Furthermore, the problem is solved by using several methods, one of which is the Lagrange 

multiplier [22]. With the complexity of the dataset, it can sometimes be difficult to create hyperplanes that 

can separate data into two classes. Therefore, a method known as a kernel function was developed. It 

transformed the data into a higher dimension, resulting in the creation of a hyperplane to make it possible to 

separate the two classes. The simulation of the role of kernel functions in SVM is presented in Figure 4, 

where it can be seen that when the data is mapped onto two-dimensional fields, the cross and dot shaped data 

are randomly separated. On the left side of the image, the data with different classes are mixed into one. It 

can be said that it is impossible to create a hyperplane that can accurately divide data into two classes. 

Furthermore, each point is mapped onto a higher dimension (three dimensions) using the kernel function, 

thus creating a shape on the right sides, which can be seen from Figure 4, so that the hyperplane that 

separates the two classes becomes easier to create. In identifying the best hyperplane, a parameter must be 

optimised, namely, 𝐶. 𝐶 is used to control the trade-off between margin and error classification. There are 

several kernel functions that can be used in SVM, such as linear, polynomial, radial basis function (RBF), 

sigmoid, multi-quadratic inverse and additive [23]. In this study, we employed RBF as a kernel function 

using equation 𝑘(𝑥, 𝑥𝑖) = exp(−𝛾‖𝑥 − 𝑥𝑖‖2) [24]. Based on the equation of the RBF function, one more 

parameter must be optimised, which was the gamma (𝛾) parameter. 

 

 

 
 

Figure 4. Simulation of the kernel function’s work 

 

 

2.4.  Evaluation measurements 

This study has four parameters: accuracy, sensitivity, specificity and F1 score. These parameters are 

defined: 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (11) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (12) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (13) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2×𝑆𝑁×𝑃𝑃𝑉

𝑆𝑁+𝑃𝑃𝑉
 (14) 

 

where TP, TN, FP and FN denote true positive (both predicted and actual classes are positive), true negative 

(both predicted and actual are negative), false positive (predicted is positive but actual is negative) and false 

negative (predicted is negative but actual is positive), respectively. 

 

 

3. RESULTS AND DISCUSSION 

We train each encoding method feature using SVM. On the process, we apply the k-fold  

cross-validation method using the values k=5, 6, 7, 8, 9 and 10. The optimum model is obtained from the 

results when k=7; thus, we use the value k=7 every time we train the data. There are differences in 𝐶 and 

gamma values that optimise the accuracy values of each type of feature encoding method. We used 𝐶 and the 

gamma values are 10𝑛 (𝑛 = −3, −2, −1,0,1,2,3). We used the grid search method to find the combination of 

𝐶 and gamma that offers the best accuracy. 

 

3.1.  The results of MMI methods 

In the early stages of the research, we tested the combination of MMI and SVM. We tested each 

type of combination five times and averaged the values of each evaluation measurement. In the two initial 

experiments in each MMI type, C and gamma that provide the optimum model had the same value, which 

was 0.1; thus, we conducted advanced training using the same C and gamma values in the remaining three 

experiments. 

The results for each type of MMI can be seen from Table 4. From the table, we can see that the 

encoding method of MMI type 1 (MMI method used in the research by Ding et al. [11]) has the smallest 

average values of accuracy, sensitivity and F1 score when compared with other types. Meanwhile, the 

average value of specificity yields the best results. In this case, the application of MMI encoding method type 

1 can predict the pair of proteins that do not interact well compared with other methods. This is following the 

purpose of the computational method in predicting protein interactions that is to reduce the number of protein 

pairs that are unlikely to interact. MMI type 2 and MMI type 4 provide the first- and second-best average 

accuracy values, respectively, where MMI type 2 is superior in average sensitivity values, whereas MMI type 

4 excels negligibly in the average specificity value and F1 score. The advantages of MMI type 4 are few; 

thus, we concluded that MMI type 2 and type 4 have the same performance in predicting protein pairs with 

the target class that does not interact. MMI types 2 and 4 have a reasonably good specificity value. However, 

the value is still below that of MMI type 1, but the average specificity difference between type 2 and type 4 

with type 3 is also insignificant (about 0.2%); thus, we concluded that the three types do not exhibit 

significant differences in the ability to predict protein pairs that do not interact. MMI type 3 has an advantage 

in predicting the pair of interacting proteins, but in terms of accuracy, specificity and F1 score, MMI type 3 is 

still not suitable compared with MMI types 2 and 4. Thus, we obtained two types of MMI that can optimise 

the model, namely, MMI type 2 and type 4. 

 

3.2.  The results of autocorrelation methods 

We continue our research by testing a combination of autocorrelation methods and SVM. There are 

six types of encoding methods used in the autocorrelation feature: 

i) NMBAC with six physicochemical properties 

ii) NMBAC with seven physicochemical properties 

iii) MAC with six physicochemical properties 

iv) MAC with seven physicochemical properties 

v) GAC with six physicochemical properties 

vi) GAC with seven physicochemical properties 

As in the MMI method tests, we identified the C and gamma values that could optimise the accuracy 

of each model formed. In each encoding method of the autocorrelation feature, the C value that provides the 

best accuracy is 1, whereas the gamma value remains 0.1. The results for each type of autocorrelation method 
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are presented in Table 4. When combined with SVM, the table demonstrates that the feature encoding 

methods with the autocorrelation concept provide an average prediction accuracy of above 72.9%. The value 

is superior to the average values of accuracy obtained when using the MMI feature encoding method. 

Similarly, in most other averages above 72.3%, only GAC methods with seven physicochemical properties 

produced an average sensitivity below 72.3%. 

The MAC method with seven physicochemical properties and NMBAC also with seven 

physicochemical properties are two of the best feature encoding methods, as indicated by their average 

accuracy, which reached 73%. Contrary to the MAC method with 7 physicochemical properties which 

consistently has average evaluation values above 73%, the NMBAC method with 7 physicochemical 

properties has a poor average value in terms of sensitivity. However, the average accuracy value and F1 score 

of this method (72.94%) are quite larger compared with those of other methods. Thus, this method can also 

be evaluated as a pretty good method in terms of precision and recall. 

 

 

Table 4. The results of MMI, autocorrelation and mixed methods 

Feature Encoding Method Type 
Average of 

Accuracy Sensitivity Specificity F1 Score 

MMI Type 1 0.7090 0.6946 0.7232 0.7062 

Type 2 0.7241 0.7275 0.7210 0.7221 

Type 3 0.7191 0.7312 0.7072 0.7207 

Type 4 0.7220 0.7229 0.7212 0.7224 
Autocorrelation NMBAC 6 PP 0.7290 0.7331 0.7252 0.7280 

NMBAC 7 PP 0.7301 0.7268 0.7333 0.7294 

MAC 6 PP 0.7282 0.7324 0.7238 0.7317 

MAC 7 PP 0.7313 0.7326 0.7300 0.7342 
GAC 6 PP 0.7278 0.7313 0.7243 0.7277 

GAC 7 PP 0.7293 0.7150 0.7435 0.7239 

Mixed Mixed 1 0.7236 0.7080 0.7390 0.7187 

Mixed 2 0.7184 0.7122 0.7248 0.7180 

Mixed 3 0.7188 0.7269 0.7109 0.7188 
Mixed 4 0.7291 0.7229 0.7356 0.7299 

 

 

3.3.  The results of mixed MMI+autocorrelation methods 

The above results indicate that the two types of MMI methods that yield the best results when 

combined with SVM are MMI type 2 and type 4, whereas for the autocorrelation type, the two methods of 

feature encodings that yield the best results are NMBAC and MAC with seven physicochemical properties. 

Thus, the four types of combined method feature encodings are as: 

i) Mixed 1: MMI Type 2 and MAC 7 physicochemical properties 

ii) Mixed 2: MMI Type 4 and MAC 7 physicochemical properties 

iii) Mixed 3: MMI Type 2 and NMBAC 7 physicochemical properties 

iv) Mixed 4: MMI Type 4 and NMBAC 7 physicochemical properties 

Each of these mixed methods is retested using SVM, and the results are presented in Table 4. Each type uses 

the parameters C=1 and gamma=0.1. The values of C and gamma were selected using the same methods as 

those in the selection of parameter values in previous tests. 

From Table 4, it can be seen that if the MAC (7 physicochemical properties) feature encoding 

method yields better results when combined with MMI type 2 than MMI type 4, as the average values of 

accuracy, specificity and F1 score obtained by mixed 1 bigger than the values obtained by mixed 2 feature 

encoding method. With regard to the average sensitivity value, the combination of MAC and MMI type 4 is 

better than that of MAC and MMI type 2, but the values of sensitivity do not matter when compared with the 

accuracy and specificity values considering that the purpose of the computing method is to filter and reduce 

pairs that are unlikely to interact. Furthermore, the encoding method of the NMBAC feature is more suitable 

when combined with MMI type 2 than MMI type 4, which is also seen from the average values of accuracy, 

specificity and F1 score. Overall, the combination of NMBAC and MMI type 4 provides the best average 

accuracy values and F1 score compared with other methods, whereas the combination of MAC and MMI 

type 2 is superior in terms of specificity to other combinations of MMI and autocorrelation methods. 

 

3.4.  Discussions 

We compare the results of the research to identify the best way to develop MMI and autocorrelation 

methods for predicting protein-protein interaction. There are four ways to build MMI methods by using 

combination of two type of classification of 20 amino acids and two formula define to calculate MMI. To 

build autocorrelation methods, there are six ways that we try that produce by combination of number of 

physicochemical properties we used and the formula of autocorrelation we used. 
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3.4.1. Division of 20 amino acids 

To determine the best way to classify 20 types of amino acids to be used in developing the MMI 

feature encoding method, we compared the results of the MMI type 1 method with those of the MMI type 3 

method. Then, we compared the MMI type 2 method with the MMI type 4 method. The type 1 and 2 methods 

use the classification of amino acids based on the dipole scale and volume of the side chain of each amino 

acid, whereas the type 3 and 4 methods use amino acid classification based on the carbon chain structure of 

each amino acid. From the results of the comparison of each of the corresponding types, we concluded that 

the selection of how twenty amino acids being classified in building the MMI feature encoding method has 

little effect on the model being built, can be seen from the inconsistency of the accuracy obtained, where the 

MMI type 3 is superior to the MMI type 1 while the MMI type 2 provides greater accuracy than MMI type 4. 

 

3.4.2. Defining of the 𝒇(𝒂) function in the MMI 

We compared MMI type 1 to MMI type 2 and also MMI type 3 to MMI type 4to determine the best 

equation to represent a particular element in a sequence of amino acids. By comparing the results, we found 

that (7) yields better results than (6). The average accuracy and F1 score of MMI types 2 and 4 were higher 

than those of MMI types 1 and 3, respectively. Thus, we recommended the use of 𝑓(𝑎) =
𝑛𝑎+1

𝐿+𝑐
 to represent a 

ratio of element 𝑎 in the amino acid sequences to obtain the values of MI and MMI. 

 

3.4.3. Use of physicochemical properties 

We compared the result obtained from NMBAC, MAC and GAC method with 6 physicochemical 

properties and those using 7 physicochemical properties. From the results of the comparison, it can be 

concluded that to convert amino acid sequences into a vector form using the autocorrelation method, the use 

of seven physicochemical properties is recommended. This is because based on Table 4, all autocorrelation 

methods that apply the seven physicochemical properties yield better average values of accuracy, specificity 

and F1 score than those using only six physicochemical properties. However, suppose that you want to 

predict which pair of proteins interact. In that case, the use of six physicochemical properties yields good 

results. The application of machine learning in the screening process is recommended to reduce the  

non-interacting pairs. The values of specificity and accuracy are superior to that of sensitivity. 

 

3.4.4. Qualitative vs. quantitative descriptors of the SVM classifier 

By comparing the values in Table 4, it can be observed that almost in various aspects of quantitative 

encoding method (autocorrelation), superior to qualitative type method (MMI). We assume that quantitative 

methods are better as they uniquely describe each amino acid. Thus, these methods are better for studying 

amino acid sequences than the qualitative methods, which consider some acids to be the same element as 

they have similarities in certain respects. 

 

3.4.5. Separated vs. combined methods with the SVM classifier 

Based on the values in Table 4, the combination of qualitative and quantitative encoding methods 

does not always yield better results than these methods separately. The combination of MMI type 4 and 

NMBAC 7 physicochemical properties has an average accuracy of 72.91%. This value of average accuracy is 

smaller than that obtained through the application of the NMBAC type 7 physicochemical properties method 

alone, which has an average accuracy of 73.13%. Meanwhile, the average values of accuracy of the 

combination method are higher than those of the MMI method, which was 72.41%. This can be explained by 

the fact that the SVM machine learning model, MMI and autocorrelation values are used as coordinates in the 

hyperplane. Combining two different encoding methods will cause the mapping of points on the SVM 

operations to vary and become more complex. When two feature encodings are different from each other in 

the mapping coordinates, the hyperplane formed becomes less optimal and leads to a more significant error in 

the division of data into two classes. Thus, in some cases, the combination of the two feature encoding 

methods does not produce better results compared with the separate implementation of the methods. The 

combination of MMI and autocorrelation methods yields better results in the prediction of protein pairs that 

do not interact due to the sensitivity value of the combination of MMI type 2 and MAC 7 physicochemical 

properties (73.90%). The combination of MMI type 4 and NMBAC 7 PP (73.56%) is superior to MMI type 2 

alone (72.10%), MMI type 4 alone (72.12%), NMBAC 7 physicochemical properties alone (73.33%) and 

MAC 7 physicochemical properties alone (73%). Thus, the combination of MMI and autocorrelation 

methods is quite good if used for reducing protein pairs that are unlikely to interact. This will make research 

on protein interactions efficient. 

 

 



Int J Artif Intell  ISSN: 2252-8938  

 

Performance of multivariate mutual information and autocorrelation encoding … (Alhadi Bustamam) 

783 

3.4.6. Proposed method vs. previous research using the SVM classifier 

Based on the dataset (HIV-1 and human) and types of machine learning techniques used, we 

compared the results obtained using the MMI and autocorrelation method with those obtained by Bustamam 

et al. [25], which are presented in Table 5. In their paper, a combination of pseudoSMR and SVM and global 

encoding and SVM were tested. Both methods yielded the best accuracy value below 70%, whereas our 

methods obtained an average accuracy of above 70%. The specificity obtained by both of global encoding 

and pseudoSMR encoding methods are very small, where this is not in line with the purpose of the method 

developed that is to eliminate protein pairs that have the possibility of the target class does not interact. 

Although not good enough in the average of sensitivity value when compared by the sensitivity value 

obtained by global encoding method, our method gives a more balanced result, where the average values of 

sensitivity and specificity are above 70%. This result also indicates that our methods can classify well 

positive and negative data and even better predict protein pairs that do not interact. For the F1 score, we 

obtained a value of 72.21%-73.42%, which was higher than that obtained in previous research wherein the 

pseudoSMR method and global encoding method got the best F1 scores of 67.76% and 71.50%, respectively. 

These values indicate that the MMI encoding methods, autocorrelation method and mixed methods provide a 

better percentage value in terms of precision and recall 

 

 

Table 5. Comparison between previous research and proposed methods 

Feature encoding method 
Average of 

Accuracy Sensitivity Specificity F1 Score 

PseudoSMR (Bustamam et al, 2019) 0.6555 0.7145 0.5950 0.6776 

GE (Bustamam et al, 2019) 0.6201 0.9433 0.2902 0.7150 

MMI 0.7241 0.7275 0.7210 0.7221 
MAC 7 0.7313 0.7326 0.7300 0.7342 

MMI+NMBAC 0.7291 0.7229 0.7356 0.7299 

 

 

3.4.7. Performance MMI and autocorrelation method in other classifiers 

We also tested MMI, autocorrelation and mixed methods using other machine learning classifiers, 

such as RF, gradient boosting and k-nearest neighbours (KNN). We compared the results of these 

experiments with those obtained by Bustamam et al, 2019 [25], which are presented Table 6. The results in 

Table 6 indicate that when combined with RF, the separate application of autocorrelation and MMI methods 

yields better results than when they are combined. From the results obtained, when combined with RF the 

MMI and autocorrelation methods were not found to be better than the global encoding methods and 

pseudoSMR methods, but the result of MMI and autocorrelation methods are more balanced than global 

encoding and PseudoSMR methods. 

Contrary to the results obtained using RFs, when combined with the machine learning gradient 

boosting or KNN methods, the MMI and autocorrelation methods yielded better results than the global 

encoding and pseudoSMR methods. As can be seen from Table 6, most of the average evaluation values that 

we obtained when using the MMI and autocorrelation methods were above 70% in terms of accuracy, 

sensitivity, specificity and F1 score. While the use of global encoding and pseudoSMR provide results where 

the majority of the evaluation measurement values are below 70%. In the use of the machine learning 

gradient boosting method, only the sensitivity value and F1 score were recorded to be above 70%; however, 

this sensitivity and F1 score value is still below sensitivity values and F1 score from MMI and 

autocorrelation. Contrary to the results of other machine learning methods that are pretty balanced in terms of 

sensitivity and specificity values, when combined with KNN, the specificity value in the MMI, 

autocorrelation and mixed feature encoding methods was much higher than the specificity values obtained. 

The specificity values obtained by autocorrelation method and the mixed methods are above 74.2%, where 

these values are the highest score we obtain in our study. Thus, it can be said that the model formed from the 

combination of the MMI feature encoding method and autocorrelation with machine learning method KNN 

can predict protein pairs that do not interact well. From Table 6, it can be seen that the combination of the 

MMI and autocorrelation feature encoding methods works better in predicting protein interactions than using 

these encoding methods separately, as demonstrated by the average values of the evaluation measurement 

using a combination of methods higher than the use of these methods separately. In the machine learning 

method kNN, the results demonstrated no significant difference in terms of performance between the use of 

methods combined and each. 
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Table 6. Results of gradient boosting classifier 

Machine learning classifier Method 
Average 

Accuracy Sensitivity Specificity F1 Score 

Random Forest (RF) Our MMI 2 0.7361 0.7410 0.7311 0.7379 

MMI 4 0.7316 0.7366 0.7278 0.7342 

MAC 7 PP 0.7305 0.7340 0.7271 0.7305 

NMBAC 7 PP 0.7341 0.7277 0.7407 0.7343 
Mixed 2 0.7280 0.7355 0.7207 0.7286 

Mixed 3 0.7304 0.7350 0.7258 0.7316 

Bustamam [25] 

 

GE 0.7684 0.7272 0.8104 0.7603 

PseudoSMR 0.7689 0.7261 0.8125 0.7605 

Gradient Boosting Our MMI 2 0.7102 0.7059 0.7144 0.7085 
MMI 4 0.7086 0.7163 0.7007 0.7120 

MAC 7 PP 0.7069 0.7057 0.7081 0.7079 

NMBAC 7 PP 0.7095 0.7181 0.7010 0.7116 

Mixed 2 0.7305 0.7367 0.7243 0.7311 

Mixed 3 0.7304 0.7336 0.7273 0.7320 
Bustamam [25] GE 0.6800 0.6916 0.6682 0.6859 

PseudoSMR 0.6975 0.7246 0.6698 0.7076 

k-Nearest Neighbours’ (KNN) Our MMI 2 0.6973 0.6655 0.7294 0.6878 

MMI 4 0.7124 0.7027 0.7221 0.7108 

MAC 7 PP 0.7154 0.6647 0.7684 0.7008 
NMBAC 7 PP 0.7113 0.6715 0.7512 0.6994 

Mixed 2 0.7057 0.6492 0.7627 0.6889 

Mixed 3 0.7176 0.6924 0.7420 0.7085 

Bustamam [25] GE 0.6188 0.6488 0.5882 0.6323 

PseudoSMR 0.6686 0.7068 0.6294 0.6836 

 

 
4. CONCLUSION 

The use of encoding methods MMI and autocorrelation features yields good results in the prediction 

of protein-protein interactions. The MMI method gives optimum results when the ratio of an element in a 

sequence of amino acids is defined using formula that we developed. The conclusion we obtained as the 

result of MMI type 2 and MMI type 4 which are better than the other types of MMI. Therefore, the methods 

we propose gives better result than the previous research that uses MMI type 1 as feature encoding method. 

Then, for building a feature encoding method using autocorrelation concept, the use of seven 

physicochemical properties gives better result than those using only six physicochemical properties. 

Combination of two or more encoding feature methods not always gives better result than those methods 

separately. Furthermore, the new design of MMI and autocorrelation feature encoding methods provides the 

better results rather than the previous design, and also are better than the other feature encoding methods 

when combined with several machine learning methods. Overall, the improved MMI and autocorrelation 

methods give good and balanced performance in predicting protein-protein interactions. 
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