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ArticleInfo ABSTRACT

Article history: Nowadays, with the increasing variety of computerstams, resource
. discovery in the Grid environment has been very argnt due to their

Received May 16, 2012 applications; thus, offering optimal and dynamigaaithms for discovering
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routing tables RDV (resource distance vector) inclvhihe resources are

based on certain criteria clustering and the ctadtem a graph. In this way,
Keyword: some information about the resources is stored iV Ribles. Due to the
. . environmental cycle in the graph, there are sorablpms; for example there
Grid Computing : : .

. are multiple paths to resources, most of whichrapeated. Also, in large
Resource discovery environments, due to the existence of many neighhgdating the graph is
RDV time-consuming. In this paper, the structure of RI¥&s presented as a
binary tree and these two methods (RDV graph-algoriand RDVBT) were
compared. Simulation results showed that, as altre$uconverting the
structure to a binary tree, much better resultevedrtained for routing time,
table updating time and number of successful regquasso the number of
unsuccessful requests was reduced.
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1. INTRODUCTION

Recent advances in network bandwidth and spee@dmfnication make humans move toward
distributed computing environments in order to sobomplex problems much faster. Grid computing is
different from formal distributed computing and stier computing; it is based on large scale resoshiaeing
and new applications over a wide area network coiomes like the internet [1]. The mechanism prowidbsy
the grid structure should be available to find #asle resource for a request. Therefore, onefritportant
capabilities a grid structure needs to supportrssaurce discovery mechanism. Finding a specsaluree in
traditional computing systems is easy because tineber of shared resources is few and all resowaces
under central control. But, by deploying grid sysse finding appropriate resources for the
incoming requests in a short time is important e tresource discovery mechanism. Also, in a grid
environment, there are specific factors that madesresource discovery problem difficult to solvédeSe
factors are the number of resources, different osirip, resource failure, heterogeneity of resousres so
on. An efficient resource discovery algorithm slibutonsider above factors. Moreover, some other
factors such as being online or offline becausth®dynamicity of grid structure are important.

There are many approaches for resource discovety &l random-based or tree using bitmap [2].
Another approach is resource discovery graph ussgurce distance vector routing table (RDV) [8], i
which resources are based on certain criteriaaingt and the clusters form a graph. Some infomatin
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the resources is stored in RDV tables. Due to thir@enmental cycle in the graph, there are somélpros
such as multiple paths to resources, most of whighrepeated. Also, in large environments, duehéo t
existence of many neighbors, updating the grapime-consuming. In this paper, a binary tree wasdus
instead of a graph for resource discovery. Twoadist vectors were applied for exploring available
resources in nodes; one distance vector for lasdurce and the other one for the resources alailalits
neighbors and neighbor to neighbor nodes. The redeaiof this paper is organized as follows: in Becp,

the related works are described and, in Sectiorth8, problem is defined. Resource distance vector
mechanism is explained by a graph and RDVBT iniSeet. Section 5 shows the simulation and compares
the experimental results of the method with tho$ethe previous ones; conclusions are presented in
Section 6.

2. RELATED WORKS

When users want to execute jobs in a grid envirarimen algorithm should find the suitable
resources for their requests. Because of the dyignaf grid environments, resources constantlyngjea
and new resources and services are added to dearing the system. There are different methods for
resource discovery in grid environment. One ofrdsource discovery methods is Monitoring and Discgv
Service (MDS). Monitoring is responsible for resmes and discovery has to detect appropriate ressurc

Another method for resource discovery problemseistralized resource discovery approaches [5-
10], the problem of which is that they become thtléneck.

Sanya tangpongprasit et al. [11] proposed an dlgorivhich used the reservation mechanism for
finding suitable resources in a grid environmentthie forward path, if there were any resourcesy thiould
be saved and reserved in the backward path, oméhich would be selected and added to the requkst (i
more than one resource was reserved). The algorited the experienced-based random rule to dewide t
node to forward the request.

Chang and Hu [12] proposed a resource discoves uieng bitmap for grids which used two
bitmaps called “index bitmap” to register the amfnation about its children nodes which existedha
nodes with children (non-leaf nodes) and “locaaerce bitmap” to register information about tledl
resources of nodes. In this method, the users’esidoecame AND with the local resource bitmapijrat, f
and if there was no local resource in the nodepitld become AND with the index bitmap. If the riésaf
the AND operation was zero, it meant that thereewey resource in children and the request wouldelm
to the father node; if the result was a nonzero remnit meant that there were at least one resoarce
children so the request would be forwarded tolalbcen until reaching the target node.

In [3, 4], Juan Li proposed a resource distancéovegraph algorithm using routing table for grid. |
this method, each node in the overlapping networkcinclude a graph, every node of which had W& o
routing table. These routing tables were compoddd/@ parts: the first part for holding the infortizn of
local resources and the other one for holding #mource that were available in its neighbors. kt,fa
information of the tables was vector numbers argh @amber had the minimum distance from the resourc
In Section 4, this method will be described by m@stance.

3. DEFINING THE PROBLEM

Resource discovery algorithms use a random-basgaoagh for finding resources in grid
environment; because of that the requests areteemnecessary paths, the system efficiency dezsemsd
makes high traffic.

Figure 1.0Overlapping network topology
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However, the resource distance vector (RDV) grdgbrdahm [3,4] improves many defects of the prewou
methods like heavy traffic and cost of update. His tmethod, each node in the overlapping network ca
include a graph with its own routing table whictsi®ws in Figure 1.

In this way, the nodes have a routing table compagetwo parts: the first part for holding the
information of local resources and the other oméhfidding the resource that are available in itgimgors. A
number of 8 different resources were consideredefary node, each of which can be CPU, RAM, an
operating system and so on. In fact, the infornmatid the tables was as a vector of numbers and each
number demonstrated the minimum distance to theures. When the information of one node is sent to
another, it is added with one unit. A radius isdugelimit the number of steps of sent data. Wheecaest is
sent to one node, its local vector is checked #rlde resource does not exist, its neighbor veist@hecked.

If the resource exists in multiple nodes, the retjigesent to the nearest one.

4. THE PROPOSED METHOD: RDVBT

The pervious method have some problems such déite node has many neighbors, its routing
table has many rows and it is time consuming taklieem, find resources for requests and updata.tBe
The number of updates of nodes’ routing table foeok of their resources online or offline is large,
especially when the grid environment is very largeThere are multiple paths to resources, most gfar
which are the same and are repeated many timesdgmothe environmental cycle in the graph.

For the reasons mentioned above, a binary treauses here instead of a graph in order to decrease
the time of finding resources and updating routismigles because of being online or offline. In thisthod,
the routing table of each node had only three ramgsthese rows was checked because, in a binaryeteh
node had two children; but, in a graph for examiflene node had five neighbors, the routing tdidd six
rows and, when the grid environments were verydargd each node of graph had many neighbors, so the
routing table of nodes was huge and checking ififaling resources for the requests and updatiegitivas
time consuming. Both of these methods were showarbgxample. Figure 2 shows an example of RDV
tables in graph and Figure 3 shows the RDVBT metAde algorithm that was used to find resources for
any request in the RDVBT method is shown in Figlirén both methods, radius was used for limiting th
number of steps of the sent data.
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Figure 2. Query routing in RDV by graph

The radius was set to 3, so nodes were only awfatfeearesources within 3 hops. In these tables,
local resources were shown with 0. The symbol welibthat the length of path was more than the sadiiu
this method, when a request arrived at a nodd, fis local resources were checked; if no appedpri
resources for the request were found, its neigsb@sources from the RDV table were checked. Is thi
example, node A received a request for resourcds ehecked its routing table and found two matches
through C with 2 hops (C4= 2) and through D witth@s (D4= 3). Since the shortest distance to the
resource was 2 through neighbor C, the requestfavasmrded to C. Similarly, C forwarded the query&o
The node E found a match in its local vector arghths resource were assigned to the user thattveas
owner of request. Now, assuming that the requet tite desired path, the node E was turned offidftime
to live (TTL) was not expired yet, it can be routeghin. Thus, the node E was turned off and théngu
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tables of nodes must be updated, which was a iregy@gonsuming work on the graph. As shown in Figre
first, node C must update its own table and thew $kis information to its neighbors until updatiitg own
tables, which is done again and again in other ©i108e, all nodes on the graph had to update thatmg
tables. On the other hand, as shown in Figuree2ntde C had 4 neighbors; so its routing table5hemivs.
When the grid network was extended and consistechanfy nodes, considering that each node of this
graph can have many neighbors, its routing tabk many rows. Therefore, the search for resources of
user’s request took a lot of time and led to thpirakion of TTL and increase of failed requestssdil
increasing the size of the table causes extremeamyeconsumption.
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Figure 3. RDVBT query routing

As seen in Figure 3, node Z received a requeshdfcal path with 2 hops in its RDV table and
forwarded the request through that to assign tlike'saesources to the request. Now, if the samengstson
is considered, it can be observed that, in the iwaase in a binary tree, the nodes only updatédordot
node. As can be seen in the previous method, wiene is a need for updating the state of the nozih
node and its neighbors should be checked becaeseatte offline. Therefore, if there are N nodeg th
number of updates is more than N times. While,qsite RDVBT technique, the nodes are only checked u
to the root node. Therefore, when there are N nodése network, the number of updates in the woase
will be equal to the logarithm of N. Also, the RDVBnethod avoids as much as possible sending regteest
unnecessary paths because, due to RDV tables,ishi@fermation about the nodes which have the usss
required for the request.

1. Create tree

2. Initial rdv tables for each node

3. for each request do

4, If the node has the requested resources in its local resources

5. If the node is on then success; else failure and update the rdv tables

6. Else

7. If due to node’s rdv table, the requested resources are not available in the node’s subchilds
8. If the node is the root then failure; else go to node’s father and goto step 4
9. Else

10. Goto the node which has the requested resources with the minimum route
11. If the resources are on

12. If TTL satisfied then success; else failure

13. Else

14, Failure and update the rdv tables

15. End For

Figure 4. Algorithm for finding resources for amquest
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In this method, detecting the offline resources apdating was done when the request arrived at
them. In this case, the offline resource left thbenork and the routing tables of nodes were updatefhct,
updating in this way was on demand. In other woirdsuch networks in which the average number gisho
for reaching the resources or number of offlinea®ib high; if the offline resources were not diet@over
time and their number increased, the number ofingsioffline resources increased and the time oting
and average number of hops were enhanced as welpediodic detection of offline resources was used
instead of the on demand one. Because when updateijod was used in time distances, the offline
resources were omitted from the available list ueses and fewer requests faced with offline resssirc
Thus, the routing time and average number of hopgdch the resources decreased. But, this metmba h
serious problem because it imposed high traffithennetwork during the updating time. Thereforeavoid
this, the number of offline resources was checked, & it was more than ten percent of the nodbs, t
updating action would be done. So, the networknditlincur high traffic and also the offline resoesovere
omitted from the routing tables during the updaticton.

It is used two methods for updating the routingaabone of them is on-demand updating and the
other one is periodic updating. In on-demand methaten the request arrived at node and was
distinguishing that the resource is offline, thethog table will be updated. But in periodic onee trouting
table of nodes is updating in specific time slidaghis paper, the combination of these two meshsdised.

5. SIMULATION AND EXPERIMENTAL RESULTS

In order to evaluate the efficiency of the proposeethod, MATLAB was used for simulation and
its comparison with the resource distance vectaplymechanism. Proposed algorithm was executetieby t
personal computer with dual core processor and 4RBBI. First, the available resources were distelolut
uniformly and randomly among the nodes and alsa#egs’ requests were randomly distributed at dfie
levels of the tree. To evaluate the performance etkperiment was done in two cases. In the firsé cthe
network size was fixed and the experiment was tepe®@r the number of 100 to 1000 requests. Inghis,
the network size was 4000 in terms of nodes andgthph of each cluster consisted of 100 nodes. The
number of successful requests and the number ofsts|that could not reach their needed resourees w
compared. Furthermore, the response time and thbeuof hops that were being spent in both methods
were compared. As can be seen in Figure 5, theriaxget was done for different numbers of requestsit
was observed that the number of requests that aldeeto successfully find the resources in RDVBTswa
better than the ones in the previous method (RDgraph). ). Also, there are many similar paths graph,
so when the request is checking these similar péthsses its TTL (time to live) and this leadsfailure.
However, because the unnecessary paths are reniovadree, therefore more requests can find their
required resources and the cost of failure istless the previous method.

[ R0V by Graph
I ROveT
T

g ‘ T T T T ‘ ‘ T

Number of successful requests

400 500 800 700 800
Number of requests

Figure 5. The number of request that being sucakssfeaching the resources

Figure 6 demonstrates the response time of bothaust It is observed that the time spent in RDV
by the graph was much more than the time spentDNB. In RDVBT, with increase in the number of
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requests, not much change can be observed in respiome; but, in RDV by the graph, with the inceas
the number of requests, the response time is efteanced.

Response Time(second)

100 200 300 400 500 600 700 800 500 1000
Number og requests

Figure 6. The response time of methods

Figure 7 also shows the number of hops that wezatdp find resources for the requests in different
numbers of requests. As can be observed, in RDihéygraph method, the requests go to unnecesstry pa
for finding resources; therefore, they consume tmeé make more failures than the RDVBT method.

I ROV by Graph
I ROVET
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g T T ; T T T T
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2

Number of hops
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100 200 300 400 500 600 700 800
Number of requests

Figure 7. Number of hops that spent in both methods

In the second case, the number of requests wad &kd000 and the network size was increased
from 4000 to 20000 in 5 steps. Again, the numbersaécessful requests and the response time were
compared in both methods and it was observed hieateisults of the proposed method (RDVBT) wereebett
than those of the previous one. The results aresisho Figsure 8 and 9. Again, the number of hops wa
compared in both ways and it was depicted thatecessary paths were omitted in the RDVBT method
rather than the RDV by graph one; therefore, figdihe resources took less number of hops. Figure 10
shows the result of this part.

The experiments are done in three type of updatthéodifferent number of nodes at network. As it
can be seen in table 1, if the response time afastg is important, on-demand updating method earsbd.
But, due to the less update and more faced witmeffesources, the number of successful requdstnisr
than the other methods. On the other hand, if theber of requests which were found their required
resources (successful requests) is important, gierigpdating method is used.
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Figure 8. The number of request that being sucakssfeaching the resources
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Figure 9. The response time of methods
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Figure 10. Number of hops that spent in both method

When both of updating methods was used with togethe number of successful requests is more thah e
of them. As can be observed in table 1, in RDVBTthod than the RDV by graph, the response time and
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also updating time is too low. Therefore, in RDVBiEthod, the requests can find their needed ressimce
low time and the type of updating is not effectiton

Table 1. compare of RDVBT and RDV methods in teafhspdating
Number of requests: 1000

Number of

nodesin Number of
Grid Type of update Number of hops successful Response Time Updating Time
network requests
RDVBT RDV RDVBT RDV RDVBT RDV RDVBT RDV
On-demand & periodic 838 1009 719 654 1174 89.116 0.438 88.227
4000 On-demand 868 1014 595 521 0615 39.943 0.064 39.060
periodic 810 1026 688 650 1.213 55.530 0.418 54.714
On-demand & periodic 818 1012 822 768 2.247 281.191  0.747 279.708
8000 On-demand 859 1036 726 679 0.609 90.261 0.060 89.036
periodic 822 1015 791 742 1518 214.456  0.498 213.229
On-demand & periodic 815 942 850 797 1.895 591.433 0.610 589.373
12000 On-demand 813 956 770 722 0579 151.177  0.043 149.522
periodic 795 993 839 784 1.817 433.514 0.564 431.880
On-demand & periodic 800 1005 827 810 2.073 927.590  0.608 924.666
16000 On-demand 824 1021 762 741 0.589 157.259 0.031 154.914
periodic 820 1018 820 793 2171 762.643 0.622 760.262
On-demand & periodic 833 1002 829 804 2.429 1264.2 0.659 1260.4
20000 On-demand 846 1058 765 750 0676  139.469 0029  135.326
periodic 802 993 818 792 2313 1108.7 0.629 1105.8

6. CONCLUSION

In this paper, a binary tree was applied insteath@fgraph in RDV method to decrease the time of
finding resources and time of updating routing éabIThis method made it possible to avoid goingxtina
and unnecessary nodes and also decreased the ftiodating routing tables and response. Simulation
results showed the number of successful and fagedests and the number of hops that were visited i
resource discovery, which demonstrated that regpand updating time of the tree (RDVBT) was lessith
those of the previous method (RDV by graph). lufetworks, there should be a focus on the optinainaif
the systems and this can be followed by addingmpeters and implementing the algorithm on a spleg in
order to decrease the number of hops and get vestelts.
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