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1. INTRODUCTION

Scheduling algorithms or Timetabling Problem (TT@¢ generally difficult problems with high
computational complexity, which are known as NP-@tate problems. One of the most complex scheduling
problems is the university scheduling and prograngmit is very difficult and even impossible tow®lsuch
a scheduling problem through normal algorithms bseaf very large state space and numerous panamete
with various constraints. Indeed, scheduling pnobleas been known as a NP-hard problem, whichypea t
of decision making problem that is solved throughypomial scheduling NP algorithms [1]. In univeysi
scheduling problem, scheduling mainly means assigteachers to courses and placing them in classes
specified time intervals considering necessary traimgs.

As stated above, using Genetic Algorithm (GA) teégha to solve scheduling problem relying on
Darwin evolutionary theory is one of the most p@puind widely used algorithms which has been used i
numerous cases and produced notable results §4,7%, moreover, there are other methods for sgiviiP,
of which Memetic Algorithms, Graph Coloring Algdrins and Colony of ants are the most important [3, 8
16].

Genetic algorithms similar other algorithms inffirsn steps identification an area of problem state
space that local and global optimums are locateg well but act some slow at continue way, which we
offer a Memetic algorithm with new ideas in genatigerators that we show performance improvement
algorithm in this research. Genetic algorithmse listher algorithms, appropriately identify in thstial
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running steps an area of problem state space ichwbcal and global optimums are located, but, eeding
towards global optimum, they act rather slowly. Tpeesent study aims to contribute to algorithm
improvement by offering a Memetic algorithm withwmaleas in genetic operators.

In the present paper, we attempt to efficientlwsdhe university courses scheduling problem with
all the relevant constraints through a Memetic Aittpon, which is a combination of a new genetic aidpon
and a local search. To this end, we determine tirtireg and finishing hours of the time table fack
chromosomeand then divide it into small time intervals, in ialh teachers and courses are scheduled
considering both soft and hard constraints.

Numerous studies have been carried out in thid.fildéen Paechter & R.C. Rankin have presented a
method based on Memetic Algorithms along with dffeclocal search which has been applied to thst fir
timetabling competition in 1994 [8]. Edmund Burkeavid Elliman, and Rupert Weare have proposed
Genetic Algorithm at the Department of computere8ce, University of Nottingham, which only appltes
acceptable time intervals and is related to uderastively [3]. Khaled Mahar introduced a geneligorithm
for solving courses scheduling problem in 2006. apgelied it to a university and reported its res(dp
Wilhelm Erben & Jurgen keppler also designed anglémented optimized tables of weekly courses
utilizing Genetic Algorithms in1995 [9]. In his proposed method, Michael W.Carter (20@ivides a
problem into several sections and uses a greedyitign and an algorithm based on Lagrange fundiion
allocating time intervals and classrooms, respebtj2].

Considering computational complexity of Genetic @iithms, measures have been taken to increase
their speed. Abramson D. &Abela J (1992) have tadehrantage of parallel Genetic Algorithms to sdive
problem of designing timetables for schools, reapgrta relatively high time advantage compared with
normal genetic algorithms [10].

Varac J et al. (2002) have presented a completewesn the application of genetic algorithms for
designing to designing time tables [11]. Also, Muggoulosa et al.2008, in Belgians, have proposed and
used an adaptive algorithm on the base of evolatipnomputations for designing schedules in Gregk h
schools [12].

2. PROBLEM FORMULATION
In university course scheduling problem, any respoar timetable is regarded as a chromosome
and accordingly we can consider the schedulinglprolfunctionally as follows:

F:T*C*P*L—{0, 1} (1)

Where C, T and P refer to course set, teacheramsgtallowed time of classes, respectively; L iefer
to place or class, and F (T, C, P, L) means présgtite course C, by teacher T, on time P, andaoepL.
We use the following formula to calculate chromosasize:

Le = N * (C*2) 2)

Where, L. refers to chromosome size, C means course numdbebling of which creates teachers
code according to each course, ahdrefers to the divided time credit number, which ¢& obtained from
following formula.

Calculating time periods number in each chromosome:

NC = ((ETime - STime) * 4’) * W (3)

Where, N refers to time period number which is assumed ifutes intervals witch show each
time period(4*15=60min=1hour) and is changeableugh changing the required coefficient réég ;. —
Stime): Stime ShOws starting hour and;,,,. shows ending hour of scheduling, which is recdwdtom the
user with 15 minutes precision. This means thauleg can specify the opening and closing houctastes.
W represents those days of week which will be salget] and its rate is on the interval (0<W<8).

2.1. Population size calculation

When determining the population size (parents ahiddmen population) within the proposed
method, if the population size is very large, theed of algorithm run will greatly decrease. On otieer
hand, if the population size is small, the problesti converge into the answer which is not necefsar
optimal.
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The proposed solution is that population size fisnation of the number of events and the length of
chromosomes. This means that the more the numhmresits, the larger the population size is takad,the
longer the chromosomes, the smaller the populatine is considered. The population size can atso b
adjusted manually.

_ LxN¢
T E-1

Psize * K, Chgize = Psize * 1.3 (4)

In the first equationChg;,, is the child population size, which is 1.3 times large as parent
population, which has been obtained through tral error, and in the second equatiBg,. the proposed is
parent population. L stands for the existing classber; E refers to number of events in a chromesgm
is the desired time periods (equation 3), as meatobefore; and K is constant factor for regulating
population size, which has been calculated thrdtighand error and is approximately 45.

3. CONSTRAINTS

As mentioned above, there are some constraintshadsiling courses, which can be divided into
two basic parts: hard constraints, which are tptadinsidered in scheduling, and soft constraintsckwvare
applied to problems as far as possible. In mosesaimvolving Memetic and Genetic algorithms, ostyne
of basic constraints have been used for sched{ding, 5, 4, 15].However, we attempt to use maximum
constraints in scheduling to obtain the best péessdsponse.

Considering that the number of applied constragutsid directly affect the algorithm speed and
response finding, we attempt to minimize as fap@ssible the number of constraints through soméoaist
For this purpose, we deleted some of these coniriiirough establishing the initial population using
permutation method and applying genetic operatochtomosomes. Using permutation method implies tha
there should be no repeated gene in chromosomeThétefore, deleted constraints due to the perionta
maintenance in chromosomes during chromosome orgagjenetic operations phases and isolation of
specifi¢ and normal classes are as follows:

- No course should be repeated twice a week.

- Offering all of the presented courses: all lnd presented courses should be offered for scimediri
chromosome.

- Considering class type: each course which naesrecific clagsshould be held in this unique class.

- No class should be allocated for two coursee@asame time.

3.1. Hard Constraints

- The coincidence of a teacher’s different cliees: One teacher should not be allocated fordifferent
courses at the same time.

- Course interference of special entry studefte coincidence of the courses taken by the stadsrthe
same entrance

- Presentation of courses to special entry studdmiald not coincide. A heavy fine will be imposadfor
this constraint.

- Class capacity: class capacity allocated towase should not be less than match the numbdudésts
enrolling on the course which is to be held in fhace.

3.2. Soft Constraints

- Adapting class equipment to the course: whencthurse needs a special piece of equipment sueh as
computer or projector, it should be provided fbe tlass.

- The number of intervals between the coursea wfacher: It would be better if there were norireks
between the courses.

- Determining maximum daytime teaching period ardents in a term: As far as possible, teachimg t
should not exceed 6 hours a day during a term; tiexy¢his time limit could be changeable.

-Determining maximum daytime teaching periodtéachers in a term: More than 6 hours a day tegchi
period should not be allocated for teachers; howehis time limit could be changeable.

-Maximum and minimum constraints of course unita term for each lecture: Any teacher at any
university department have constraint about the bermof course unit which should Not be more than
maximum rate in scheduling or less than minimura cdtcourse unit (e.g.) it is considered not mbent
23 units and not less than 16 units. For examplke,number of course units taught by teachers ranges
from 16 to 23.

- Presentation of non-laboratory three- unit searfor 3 successive hours: important courses dhmmilbe
taught for three successive hours because it caeselsing quality to decrease.
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Presentation of non-laboratory three- unit searfor one day: Besides the previous conditioggigfized

and important courses should not be taught in @ye rdther, the time of teaching should be divided

two days.

- Presentation of non-laboratory three- unit sesrfor two successive days: time of three-unitrszsi
should be distributed during a week, including a-dmour and a two- hour time.

- excluding intervals between courses: There lshbe no intervals between class times. There shoot
be vacancy among class times.

- The days of a term during which the studentd tachers are present: Considering the university
schedule and other constraints, the students’ #isawdeachers’ attendance days during a term dhoul
reach a minimum.

- Constraint of the teacher’s attendance daysh é@acher announces the days of his attendant®ein
faculty.

- Constraint of the lecture's teacher’s attendadime on attendance days: teachers can informdattee
time constraint on attendance days.

- Class availability: some classes may belorgptxial group or faculty at certain times.

- Time intervals between taught courses overm:t@here should be a time interval between thesmsi
being taught during a certain term. For instanoe 6f successive courses, there should be a 15-teninu
interval.

- Holding a normal class in a special clasgsh# normal class is held in the special class, @miistraints
will be added to the fitting by low coefficient. &meason behind this is to prevent its occurresdaraas
possible.

- Teaching priority: paying attention to teachepseferences for the courses they are to teaches a

important issue, which is done separately in eadumy and is applied to the fitting with lower

coefficient.

Meals time: The time which should be giventtedents and teachers to have a meal.

In the case of the meal time, it should be mentiaihat a half-hour interval is set to solve the Imea
time problem using the course scheduling charhabrio class should be met during this half-hauetin a
given term, i.e. at first, courses of several tefrosn the chart at one half-hour, and studentshef iext
several terms from the same chart at other half;heia., are given meal time. The start and thetends of
meal serving are time intervals equal to the spetiperiod in formula (3), which is determined b tuser
from beginning of desired meal time.

In this method, not only is the students’ luncheiof is taken into account but also a considerable
amount of time is saved for teaching the coursksntdy the students of other terms. In the casheomeal
time for teachers, it should be mentioned that @rgain meal interval, the taught courses of éaabher are
checked so that a free time is made for having rag#his interval; otherwise, it will be added tetsoft
fitting in a lower coefficient.

it is noteworthy that non-connectivity of courseut® in some cases such as 3-hour laboratory
courses and 3-unit courses 2 hours of which shibelldonnected is considered the very first timaukhbe
considered from the very beginning and we reganddttourse hours as successive courses. Morebeeg, t
are some courses which are run two hours a weekhes@ two hours should also be successive. Finally
total fithess includes the weight sum of hard aoid #nes. Hard fines have more weight than the, sarfd
their computation method is presented in formula (5

4. SIDPLAYING OF CHROMOSOMES

As mentioned in the formulation section, in thisearch each timetable has been assumed as a
chromosome, and every chromosome is defined as adiwensional array. Indeed, producing a
chromosome is defined as the transformation of ptype space into chromosomes. As it is seen irrdigu
columns of this array specify the intended classlags code, in which two columns are consideredabass
(the first column of each class specifies the ocmwade, and the second column specifies the teackler of
that course).The development of a chromosome ie tfmough permutation.

Is should be mentioned that specifying which grtug presented is carried out by considering a
predetermined course, which is extractable by utiegcourse feature which has not been shown iriect
chromosome. Lines of this chromosome are develapédo stages: dividing into the days of week isalo
at the first stage, and dividing the days into tintervals is done at the second stage. Formulah@8)vs the
method of setting time intervals, i.e. from thertstd each day’s scheduling to its end, which igdid into
changeable periods.
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Figure 1.Displaying a chromosome

5. CROSSOVER OPEATOR

In the proposed algorithm, crossover is perforntetthrze stages: at the first stage, we orgi the
population considering thigtness rate of any chromosome (form5), Then, as much as 10% of the ct
population, the chromosomes of parent populatidrichvare of low fitness, are transferred withoutkmg
any changes to the next generation,the better part of the pargmbpulation (Elitism).

At the second stageye use the nex40% of children population utilizing S-PMX algorithm
(Sector Basdrartially Mapped Crossovt, which has been studied in detail by Enz¢ (2002), in [13], and
run SBPMX algorithm through selecting pints randomly from total parergopuation, in which the
permutation feature of genes is maintained in clasomes.In SBPMX, following the crossover of tw
chromosomes with permutatic chromosomes undergoes restoration, givext time intervals of present
courses will be in contact,and the presented courses whire in contact with other cour are transferred
to other free time in the same chromosome in ameplve the problen

It should be notethat if the restoration (thecreated chromosome is not possible, the creatild
will be deleted and crossover is performed agatrth& same timethe crossover ahe constraint of normal
and special classes is performed separately apdiiig, i.ethenormal class part of firchromosome will be
considered a separate chrorsome, and it will only crossover with special clgsart of a second
chromosome.

At the third stage, we use cycle crossover algori(figure 2) and complete the last part the
population assuminthat every ger together with its place from one pareyats to the chromosome. T
procedure for each of tlewnstraints of normal and special classes in chsomesis independe..

[112[3[a]s[s] 7 [8[8] [MI3[7[al2[6]5[al8]
—
[B[3[7[8]2[6]5[1]4a] [Blz2[3[8l5[6]7[1]4]

[M]2[3[4]5[6[7[8[8] [112]3[4]56[7[BI8] (1]3]74]2[E]5[8[8

[e[3[718[2[6]5[114] [813[7[812[6[5[114] [8]3[7 [B2[E]5[1[4]

Figure 2. Displaying crossover cycles

Since the time of some courses may overlap in ththoq, the sameestoration function as &
PMX is performed on children created in cycle coves

6. MUTATION

The task of Mutdon operator is toavert the homogeneity of population and entrapment
algorithms into local optimized places. In the prepd method, our idea ab Implementation of mutatio
operator is to do mutation at three different s: In the suggested methoth implement the mutatic
operator, the mutation is performed in three défer stager when we say a mutation occurs ir
chromosomethree different mutatics occurring in one chromosome are appliethtochildren population
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according to determined mutation rate, so thatait three mutation are conside one mutation at three
stages.

Mutation 1:The primar mutation is the one in which time of a presentedre®e and itteacher is
randomlyreplaced by the time of other course along \the teacher withiracceptable limit this action is
performed only in &pecial or normal class inter, which leads to the eliimation of irrelevant responseor
this purpose, however, tipresented class time is checked with second cdmmgeso thathe interchange of
two genes wouldédpossible. If interchange is not possible, the fime after and before each course wil
checked, respectively, in order that there willspficient free time for interchangThe interchange of tw
genes requires thaimes of the courses be ec, or there should be sufficient free time before after
them, so that there will bao interference and mutation the two geneslt is noteworthy thi if the
interchange was not possiplihe other two genes would randomly selectednd operations ould be
repeated, as it is seanfigure (3)

Figure 3. Display of mutatiol in a chromosome

Mutation 2:1n the second mutation, a numberteachers in eacthromosome are interchanged
other teachers the same chromoson however, in this mutation, theourse group cteacher is considered
with the presented course and the skill teacher for teaching a new courseteacherpair is randomly
selected from teachers ligherefort, the course interchange of each teachér ipgpossible. # least one
teacher pair is oftepossible. There is usually at least ceachermair in each chromosonto interchange
their courses.
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Figure 4. Display of mutatio2 in a chromosome

However, ifthere is no such a possibi, this stage of mutation will not occur. A sampletluis
mutation demonstratdd figure (4)

Mutation 3:In the third mutation, a free spac: randomly selecteéfom successive tins and then
one of the presented coursdeng withteacher idransferred to it. It should be mentioned thahédre is nc
appropriate free time for mutation in chromosonhés stage of miation will not occur. Figure 'shows a
sample of mutation.
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Figure 5. Display omutation 3 in a chromosome

It is noteworthy that if the population moves toddromogeneity through repeating generati
mutation rate gradually increases in order to pmt homogeneity (Thiswill be discusseclater in the
Implementation part).

7. FITNESSFUNCTION
Fitness function indicat the acceptability rate of ghromosome. In this casa fine is imposed on
not following theabove mentioned constrai. Fitness is defined as follows:

Fitness(n) = > H; * Kygra + > S; * Ksoft ®)

Where, n refers tahe proposed chromosor H; is thetotal weight of violated hard constrair
related tathe desired chromosonKy,,, is a constant for increasing the a® on hard constraints weig
§ stands for thetotal weight of violated <ft constraints related to desired chromosome, Ks,f:is a
constant for determining the pressure on soft caimgs weight. We always he(Kyqrq >Ksoft )-

8. SELECTION FUNCTION

In this section, we select once more the primarputation fromthe created chi population
chromosomes after running genetic operators on nobsomes with respecto the fitness of each
chromosome. Considering various t which performed through diffent methods, ‘e best result has been
obtained byintegrating two singl-axis and tournament roulette wheel Methodtsa 72% of the population
is selected through creatingsingle-axis Roulette wheel on total population. In thistimel the fithess rate
of each chromosome determinthe selection chance of each chromosome taedremainin 28% are
selected through choosing tteurnament where Chromosomes compete with each iotipairs. It should b
mentioned that selection is done from- folds of the primary populatiorand children outnumberarents
according to formula (4).

9. LOCAL SERACH

A local search algorithn(like figure 6) searches from an initial zestate to eneighbor state ;P
which is a chromosome. At every loop, the searattstvith an initiaP state and extends the search space
located in the vicinity of®1 area In every stage, the search, relying on the fitrfaastion, examines tl
quality of every state antbntinues to fin the best chromosome nearby. fichare three local searches ce
Hill climbing, simulatedflux and uniform motion.These three types of searches, or mbination of them,
are employed inlifferent presented Memetic algorith used to deal with differemptimization problms.

Considering that the local searches generally a high time complexitywe use an innovative
local search in th@roposed algorithrin the implemented methodpnsidering th three hard constraints
addressed in the ‘Constraints’ sectiby local search, the limitation of the adjacentochosome for finding
the chromosomes that have ralatec these three constraints takes place, ragdrdingthe maintenance of
the previousconditions of the existir chromosome and other constrajrttee knowledge obtained from t
detected chromosomeill be used in making the necessary changes igegitly in the chromosom
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Implementing this method for generations improves thromosomes, and in general, gives rise to the
improvement of algorithm performance.

Figure 6.Display of Local Search

10. INITIALIZATION

To initialize the primary population chromosomese wse possible method randomly and
independently from fitness, but considering thesetffof some of the hard constraints having pernmurtat
quality, we are to take into account some of thfe @anstraints during the creation of the primaopplation
to obtain good results. Chromosomes generally istrifen low fitness in the primary population becas®ft
and hard constraints are not applied completelgit@lization. This is because if we want to applyof the
soft and hard constraints, it will be impossiblecteate the primary population, and if we considene of
them in creating the population, the speed andahahfinding optimized response will decreaserdfare,
we do not consider any them in creating populatibos, we regard initialization as semi random eath
completely random.

Considering what was stated, some conditions ait&alip checked during the creation of the
primary population. There is no need to solve thesmconstraints with respect to permutation in denet
operators. The constraints are as follows:

- Each special or normal class is placed in its panrt.

- No course has time overlap with other coursedfass.

- Those courses are considered that should be @elkibtally or separately. Only the courses thautd be
scheduled totally or separately are counted.

- All the presented courses should be includedhimmosome, and if this is not possible, the usdrbei
informed after searching and computation thatithis of courses cannot be scheduled in these nsmalber
classes.

The Items that influence the finding of a respoinseon-random creating of the primary population
are as follows:

- Class capacity is taken into account during eoattcation.

- Teachers priorities for course presentation akert into account as far as possible.

- Class facilities and equipment are taken inta@antas far as possible.

11. IMPLEMENTATION

In this section, we deal with manner, order andyesgaof realizing the presented introduced
algorithm. As we discussed in the initializatiorctsen, we initialize parents as the primary popolatsemi-
randomly after determining the number of parent eitt populations, then we compute the fithese rHt
each chromosome according to formula (5), aftersasg run the target test function on the primary
population. The target test function is a functibat checks the fitness rate of chromosomes indalig to
specify whether the related chromosome respongiptisnal or not. Here, the criteria of the targettte
function are test whether or not the hard condtfdimess rate is zero, whether or not the fitmre¢e of some
soft constraints is zero and whether or not theerottonstraints are minimized so that if the target
chromosome is found in this function. At first, angple of that chromosome is stored as a response, a
before stopping the run, the algorithm is allowedptoduce further generations so that the protigluli
creating optimal responses through running gemgtgzators on optimal chromosome could increase.

In the next stage, we run the crossover operatdhermprimary population, and as we discussed in
the section of crossover operation, after creatiregchild population, we run fitness run computatand
target test functions on the population. Mutatigemtor is run only on the child population. Comieg the
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mutation operatolif seems necessary to note thimutation rate is constant, there will be the riskbeing
trapped in local maximum,; therefoithe mutation rate is raised andrism on population with high rate
order to avoid this problem.

In the next stagewe run the local search on the child populationtisat the knowledge ¢
chromosomes could be shared with one anc and finally, after running théitness rate computation
function on chromosomesthe selection function is run, régeing the initial population wi new
chromosomesy using the method discussed in the seciselection function’As stated in th formulation
section, the chilghopulation size was obtair using the formul&hg;,, = Ps;,. * 1.3. This it means that the
child population has become3-fold; therefore,creating more children and increasing the possibdf
creating agood response and selec a new primary population from children become possiliere, it
seems that algorithm speed will geally decrease because of anrewse in the number of child;
however, aswe will observe in results clmplementation sectionysing this method the introduced
algorithm will lead to satisfactory resu

The abovementioned stages are performed | the specified rate for replicating generatnumber
ends, or the optimal responsaulc be found and stops after running several geners

12. RESULTSOFIMPLEMENTATION

In proposed Memetic algorithm, initializatior done semi randomly ithe special chromosome
structure,and through various tests, mutation and integrasiom treated different from normal genetic
algorithms The rate of mutation varies depending on the itiomd. it takes place in three forms so tl
different mutation stas are satisfie One third of the population is directigplicate( in the next generation
in order to cause good chromosomes to be no. For the purpose of comparing a normal Mem
algorithm with genetic algorithm and proposed Méamalgorithm,a number ofests have been fformed.

In the following diagrams, horizontal axis indicatgeneration iteration and vertical axis indic:
fitness function so that when fitness rate appreackero, it shows good results. Also, blue lineswe
minimum fitness resulted from evaluation function, and reddindicatemean fitness of population. In all
the tests, théacilities are equal(i.e. thefaculty has 10 classes, 3 laboratories and 2 camnjsitts). Also all
the specifications and informatiorbout courses, classes and teachesdgracted from courses set
Engineering faculty of Tabriz Universi are similar.Moreover, integration and mutation with indepenc
probabilities are performed on all chromosomefs toteworthy that the proposalgorithm has beetested
on the courses offered in thedamic Azad University, Sofian Branch and has prodliaeceptable schedulit
results.

12.1.Running a Genetic Algorithm
We have opted for a completely random initializatio runningthe geneti algorithm. We assume
the crossover rate 65% and mutation 5%, and the numbesf primary population is ed@l to that of
children. Inthis stage, genetic operators are applied as fel
- Mutation is done as interchang two genes irrespective of ti@erference probabilit
- Crossover as a Peint crossover has been considerecthe total population in which permutation is r
taken into account.
- New generation selection is realized through gdimeral method in which total primary populatios
replaced by children.

Filness

Generation

Figure 7. Fitness curve of running genetic algon

As shown is figure (7)initial tables have a very low fitneasd even after 2000 generass, there
are 40 tables of this typayhich is very low compared with fithess rates cned from the propose
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algorithm. In contrast to theroposed methocthe fithess curve is not completely descending becthese is
no guarantee for losing optimal chromosome in egateration due to ck of direct duplication of sorr
better chromosomes. Later, we will that in a Memetic algorithm, by makisgpme changes the genetic
parts and adding a local seartte quality of the developed timetables increasesiderabl.

12.2.  Running M emetic Algorithm Considering Some Constraints

Although rates and information the problems angrevious runs are the sa because we only
considered hard constrains fime initialization section, classes are scheduled tato separate parts, i.
normal class and special claasc a local search is run on population geen in figure 8, the initial rate
chromosomes fitness is different in comparison \gihetic algorithm

12.2.1. Running conditions

We consider initializatin as semi-random in running thedvanced geneticlgorithm. The
integration and mutation ratésr initializatior are assmed 65%, 3% respectively; tvariable in relation to
the homogeneity of fitness ratis assumed to be a maximum88o, respectively. Also, primary populati
and children population are eqt

12.2.2. Running genetic operators

- Mutation is done as displacement of two genes denisig interference possibili

- Crossover as PMX is considerin total population, in whichgrmutation is taken into accot

- Selection of a new generatiamimplemente through 50% direct transfer method fr the better part of the
child population to th@rimary initial populationselection in the form tournament on the remaini@go=of
the population.

- The Consideretbcal search ihill climbing.

— i
Fiiness
— Average

Generation

Figure 8 Fitness curve of running advanced genetic algol

After running this algorithm i shown in figure (8), the resulsgem better thi those of the genetic
algorithm. Fitness rate approached 21 after run@0@0 generations a, as it is observe, the curve is
descending. Furthermoreue to direct duplication of half of better popidatto parent population, tt
probability of optimal chromosomdoss is eliminated.

12.3. TheResults of Running the Proposed New Algorithm

Figure 9 shows the curve of results obtained framming the proposed Alrithm for the presented
courses.The results of this test better than using genetic apdevious Memeti algorithm, and as we
mentioned above, in addition to hard constrairisjes soft constraints have also been considereceating
primary populationwhich has caused the initial fitnerate of chromosomes to decrease. As you se:
testing with Memet algorithms, fitness is limited to above 20 afsbout 2000 generatiorterations;
however, in running thproposed algorithm, fitness reaches below 20 iabout 1010 generation iterati
and finally it reaches 7. Sincim the proposed method, c third of the population iseplicate( directly in the
next generation, through throposed methocthe fitness rate of theew population will not be less th
fitness rate of thpopulation in previous generations. Rather, the a fluctuationin the mean fitness of the
population.
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Figure 9. Fitness curve of running proposed Menwtorithrr

13. CONCLUTION

The present paper examined Memetic algorithm pt@seas an appropriate toto optimize TTP
responses. Then the problem of designing TTP fareusity courses waput forthas an applied problem,
and a Memetic algorithm solution was representedt.t&WVe prevented the algorithm from converg
through creating changes in mutation, and ed results we obtained through integratic chromosome
structure obtained through integration; chromosome strag transferring eetter on- third of population
to the next generation; sem@ndom initialization and other changes applie the presinted solution in the
Local seach and genetic algorithm. It was also shcthat avoiding completeandom initialzation as well
aslocal minimums through manipulating mutation parsnécrease thegenetic algorithm efficienc

In particular, norgloba searches such as genetic algorithm, precociousecgence leads |
population uniformity and being trapped in a loogtimum. The rests showthat the proposed Memetic
algorithm is effective in designing timetables &college, andeveloped tables caeach better fitness th:
responses created through genetic algorithms amdetie algorithmsThe result of this study focus on the
efficiency of localized methods based on normal staddard evolutionary algorithi
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