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 The projection algorithm to classify tissues with a large number of genes and 
a small number of microarrays is proposed.  The algorithm is based on the 
angle formed by two vectors in the n-dimensional space, and takes 
advantages of the geometrical projection principle.  The properties of known 
tissues can be used to train the algorithm and distinguish between the cancer 
and normal gene expressions.  The gene’s percentiles from an independent 
data set can be used to create a third vector, which is projected into the 
previously trained vectors to classify the third vector in one of the two 
populations, cancer or normal population.  The proposed algorithm was 
implemented to detect cervical cancer in a microarray data set, which 
contains 8 normal and 25 cancerous tissues, which were randomly selected 
one thousandof times using a combinatory strategy.  The algorithm was 
compared with three existing algorithms that have been used to solve the 
microarray classification problem: Fisher discriminate function, logistic 
regression, and artificial neural networks.  Results show that the proposed 
algorithm outperformed the selected algorithms. 
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1. INTRODUCTION 

Cancer is one of the most devastating and impacting illnesses of the human being.  Although, large 
efforts have been conducted throughout several generations the solution has not been accomplished yet.  This 
research effort will contribute in the developing of an algorithm for cancer diagnosis through exploring 
microarray analysis. Deoxyribonucleic acid (DNA) is a nucleic acid that contains the genetic instructions 
used in the development and functioning of all known living organisms with the exception of some viruses. A 
DNA microarray is a genomics tool used to study many genes in an organism, at the same time in only one 
experiment [1].  With this technique it is possible to obtain the genetic catalog of a cell through the 
hybridization process, which consists of extracting all messenger ribonucleic acid (mRNA) molecules for 
every expressed gene in a given cell and build complementary DNA (cDNA) molecules.  A DNA microarray 
is a plate made of thousands of spots, where each spot contains copies of a unique DNA sequence that 
corresponds to a single known gene. 

During a microarray experiment the built cDNA molecules are marked with a color molecule and 
then deposited in a microarray plate where each cDNA molecule couples with its corresponding DNA 
sequence in the spots.  The plate is scanned with a laser light to identify the genes within the cell in question, 
and the identified genes are the expressed genes of a given cell.  Thus, if the cDNA molecules from two cells 
are marked with different colors it is possible to identify the difference in a gene expression of the two cells.  
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This technique can be used to characterize the cells from cancerous and normal tissues and then be able to 
diagnose cancer in patients. 

The microarray technology has provided an opportunity to develop methods to treat cancer and 
other diseases.  The availability of microarray data has motivated to derive biomarkers for disease diagnosis 
and prognosis, and the identification of efficient treatments. According to Pang [2] there are three statistical 
problems in cancer genomics research:  the identification of subclasses within a particular tumor type; the 
classification of patients into known class; and the selection of biomarkers, i.e., genes that characterize a 
particular tumor. In this research we will focus in classifying human tumors based on microarray 
information.  

The gene expression technology has motivated to develop some statistical methods to solve the 
classification problem characterized by having a very small sample size.  Lee [3] conducted an exhaustive 
literature review and compare 21 classification algorithms with 7 different data sets and found that the best 
method to solve the underlying classification problem is the support vector machine.  Pang [2] found that the 
support vector machine is one of the best and performed similar to diagonal linear discriminant analysis 
(DLDA), diagonal quadratic discriminant analysis (DQDA), and the k nearest neighbor (kNN).  The selected 
classification methods to be compared with our proposed method should exhibit good performance and must 
be easy to be implemented.  Thus, the selected methods are: Fisher discriminate function, logistic regression, 
and artificial neural networks.   

In this research a new technique for analyzing microarrays is introduced, the proposed approach is 
simple and robust to conduct microarray analyses.  The entertained algorithm includes some percentiles to 
express an approximation of the cumulative probability distribution of the gene expression.  The percentiles 
of a gene from a cancer tissue were also used to create a vector that represents the expression of that 
particular gene, and similarly the corresponding expression of a normal gene was used to create a second 
vector.  The cancer (or normal) gene expressions will exhibit similar behavior if the angle between two 
vectors is very small.  On the other hand, the cancer (or normal) gene expressions will exhibit different 
behavior if the angle between those vectors approaches to 90 degrees.  Thus, the genes that show the largest 
projection angles are the genes with the largest expression and were used to perform classification of a tissue 
from an independent data set.  

The main purpose of this study is to use mathematical tools to analyze microarrays for developing a 
cancer detection algorithm.  The specific objectives of this study are: to develop the projection algorithm to 
identify the genes with the maximum expression; to use the projection algorithm to classify a new tissue as 
either a cancer or normal tissue; and finally, to compare the performance of the projection algorithm with 
some of existing methods for cancer detection.  The second section of this study shows a detailed description 
of proposed projection algorithm. The third section describes some of the most prominent classification 
methods used to detect cancer on microarrays.  The fourth section presents some statistics to measure the 
accuracy of classifications methods.  This section also presents the evaluations of the Projection Algorithm 
and compares the performances of this algorithm with some existing algorithms.  The last section presents 
some conclusions.  
 
 
2. PROPOSED METHOD 
2.1 Projection algorithm 

An efficient algorithm is proposed to distinguish between cancer and normal tissues.  The algorithm 
starts by identifying the genes that exhibits the maximum expression, and then uses the genes probability 
distribution to compute angles between genes and finally classify tissues on healthy and nohealthy.  The data 
set used in this research was originated from microarray technology studies and contains 10,692 genes with 
33 tissues, 25 out of 33 are cancerous; and the remaining 8 tissues are normal [4].  The data set was used 
without applying any mathematical transformation.  The microarray data were divided in two parts: data for 
training, and for validation.  The training data were used for designing the centroids and projection vectors, 
and the validation data were used for testing performance of the algorithm. 

The training process requires first identifying the genes with the largest expression and second assigned 
the selected genes to a specific tissue.  The identified genes with the largest expression will be used to create 
the cancer (or normal) population.  The data set for training is used to calculate the central tendency of each 
population and will be represented by two vectors: the cancer and normal vectors.  The application of the 
projection algorithm consists of selecting a tissue from the validation data to be classified as a cancer or 
normal tissue.  The tissue from validation data will be used to create a third vector, which will be projected 
onto the cancer and normal vectors.  The magnitude of the projection angles and the probability distribution 
of the gene expressions will be used to classify the tissue.  The implementation of the projection algorithm 
requires performing of three steps:  
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The percentiles for each tissue are estimated by computing the percentile for each column of 
matrices (6) and (7).  For instance, the percentiles of the 6��tissue of the matrix (6) would be: 
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Thus, the matrices of percentiles for cancer and normal tissues ( :�,� and ;�,� ) have dimensions of �� × 5 
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where 9�,�,� is the =�� percentile, of the 6�� cancer tissue including the ��� genes with a significant 
expression; likewise <�,�,� is the =�� percentile, of the 6�� normal tissue including the ��� genes with a 
significant expression. 
 The average of each column of the matrices (9) and (10) are computed and used as the central 
tendency for normal and cancer populations.  The central tendency is called the centroid of the corresponding 
population.  Thus, the centroids of the cancer and normal,(>�� and >1� ) populations with only k genes are 
given as follows: 
 >�� = �9?�,� 9?��,�
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The angle between centroids is computed using the following expression: 

 B� = ����� � >1� ∙  >��|>1�||>��|�                 (13) 

 
A gene from the list of the most expressive ones is added to the matrices (6) and (7), and the value 

of k is actualized by k=k+1.  The matrices changes to ����and 1���, and the centroids >���� and >1��� are 
computed again, and the angle B��� is also computed.  It should be noted that the number of genes may 
increase; however, the dimensions of the matrices to ���� and 1��� remain the same; i.e., �� × 5and �� × 5, respectively. 

If B��� > B�, the selected gene k+1 is added to the list of genes that best contributed to improve the 
centroids.  On the other hand, if the B��� ≤ B�, the gene is eliminated from the matrices.  This process is 
repeated until the last of the most expressive genes is tested.  Thus, the last value of k indicates the number of 
genes that integrate the centroids of the cervical tissues with cancer and normal populations. 
 
2.1.3 Validation 

Cervical tissues that were selected for validation will be used to create a validation vector, which 
will be projected onto the cancer centroid and normal centroid.  The tissue under consideration will be 
classified into one of the two classes depending of the projection angle.  Thus, the tissue will be classified 
into the group D that is associated with the minimum projection angle, where Dis computed as follows:  
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 D = minE��F ,                 G = 1, 2                               (14) 
 
Thus, if l=1 indicates a cancer group; otherwise will indicate normal group.   
 The tissues that were saved to perform validation are used to create the projection vector.  The most 
expressive genes that were identified during the training process are selected and the percentiles are 
computed based on the k genes for each validation tissue.  The projection vector is created in a similar 
fashion as in the training process.  The selected genes are given in column vectorH� and these values are used 
to calculate the percentiles expressed by the row vector I� 
 

J� =  
K�,�K�,�

⋮K�,�

' L� = �M�,� M��,�
M��,� M��,� M	�,�!                (15) 

 
Thus, the J� vector is formed by the most expressive genes and identified during the training process; 
whereas, the I� vector is composed of the percentiles of the genes with the largest expression of the 6�� 
tissue, which was selected to perform validation.  The L� vector will be called the projection vector of the 6�� 
tissue. 
 
 
3. RESEARCH METHOD 
3.1 Comparison with existing classification methods 

The performance of the proposed algorithm was compared with existing classification methods by means 
of analyzing a single microarray data set.  The selected methods to perform this comparison are the 
following: logistic regression, artificial neural networks, and Fisher discriminate function.  Independently of 
the methods involved in the comparison the following tasks were conducted: 
 
• The projection algorithm was used for all classification methods to identify the genes with the largest 

expressions.   
• Two tissues were randomly selected out of 25 cancer tissues, and two normal tissues out of 8 normal 

tissues were also randomly selected to perform validation.  The 29 tissues were used to create the 
information to train of a classification method.  Once the method was trained the 4 validation tissues 
were used to measure the classification capabilities of the considered method, and this process was 
repeated one thousand times to measure the accuracy of classification method.   

 
3.1.1. Logistic regression. 

The logistic regression is a nonlinear regression technique that successfully has being used to 
perform classification of information [6], [7], [8].  The logistic regression can be expressed as follows: 
 N� =

O �
1 + O � + P�                          (16) 

 
Q� = R� + S R�T�,��

���

                      (17) 

where N� is a binary variable, when N� = 1 indicates that the 6�� tissue is a cervical cancer tissue otherwise is 
a normal tissue, O is the base of the nature logarithms, T�,� is the measurement expression of the ��� gene with 
the largest expression from the 6�� tissue, R� are the regression coefficients that will be estimated during the 
training process, and P� is a random noise with cero mean and constant variance.  As mentioned before the 
genes with the largest expression were obtained by using the most expressive geansfrom the projection 
algorithm.   

To derive consistent and reliable estimates for the R’s the multicolinearity test was implemented [9].  
If the muticolinearity problem was present, the genes (T�,�) that caused that caused the multicollinearity 
problem were removed before estimating R’s.  Thus, once the multicolinearity problem was solved the best 
estimates were obtained by using the maximum likelihood method. Note that � is the total number of genes 
with the largest expression and without multicollinearity problem.  Finally, the estimates of N� are values 
between cero and one; therefore, any value larger than 0.5 is considered as one and cero, otherwise.  The 
estimates of N� were computed as follows: 
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matrix and consequently convergence is accomplished [14], [15].  One of the limitations of this method is the 
large amount of memory required to perform calculations.  However, for the underlying application, the 
BLM algorithm becomes a suitable technique since only the most expressive genes are the input of the neural 
network.   

A feeforward neural network with the BLM algorithm was used to train the network.  The most 
expressive genes from the 29 tissues were used to create the input matrix to perform the training of the ANN.  
Once the ANN was trained, the most expressive genes from the 4 validation tissues were used to measure the 
classification capabilities of the ANN, and this process was repeated one thousand times to measure the 
accuracy of classification.  
 
3.1.3  The Fisher’s discriminant function 
 The Fisher’s discriminant function is a method for classifying information into groups.  Fisher’s 
method is based on the idea of transforming a set of multivariate observations into univariate variables, such 
that the univariate variables are the linear combinations of the multivariate variables and these univariate 
variables are separated as much as possible between groups and very close within groups.  Fisher technique 
does not assume normality; although, it is assumed equal variances. 

Assuming that there are �� observations from a multivariate random variables Z! = �[!!, [!" , ⋯ , [!#! and �� observations from Z" = �["!, ["" , ⋯ , ["#!, where [!$ is a �� × 1 vector, from a population 1; and  ["$ is a �� × 1  vector from population 2, for 6 = 1, 2, … , = and �� − 1 > = for � = 1, 2.  In this particular application �� and �� are the cancer and normal tissues used 
during the training process and = is the number of genes, and population 1 is associated with cancer tissues 
whereas population 2 with normal tissues.  Since Fisher’s method pursuit large differences between groups 
and small variability within groups, this objective can be accomplished by forming a ratio of two 
components.  The numerator expresses the difference between groups and the denominator variability within 
groups.  Therefore, the Fisher’s objective can be accomplished by solving the following optimization 
problem:  find the \= × 1 vector such that the following ratio is maximized: 
 ]\[

%&'

"\′^$"\′_\                              (20) 

where ^ = "[?! − [?"$                              (21) 
 

 
 
 _ =

(�� − 1)_!�� + �� +
(�� − 1)_"�� + ��                               (22) 

 
where[?!and[?"are average-sample = × 1vectors from populations 1 and 2, respectively;_!and_" are the 
sample variance-covariance = × =matrices from populations 1 and 2.  

The Cauchy-Schwarz [16], [17] inequality can be used to show that the \vector that maximizes the 
ratio of equation (20) is  
 \ = ^′_���                                                                   (23) 
 
where� is a constant value different from zero.  Thus an unknown = × 1 vector ['is projected into the \vector to classify into one of the underlying populations.  Thus, the Fisher’s classification rule can be given 
as follows:   

Allocate the ['tissueinto the cancer population if N − ` ≥ 0; otherwise allocate the tissueinto 
normal population, where  
 N = \′(�                (24) 
 ` =

1

2
\"[?! + [?"$                             (25) 

 
 To implement the Fisher’s Discriminate method requires reducing the number of genes from an 
extreme large number (available genes) to a number smaller than the number of training tissues.  One of the 
suggested procedures consists of two steps.  First, identify and select the most expressive genes using the 
Projection Algorithm and the second step consist on selecting the genes that do not exhibit the 
multicolinearity problem.  Thus, the test of muticolinearity[9] is performed and the vectors associated with 
the genes that shows the smallest variance inflation factor are selected, and finally, verifying that the selected 
genes are less than the number of training tissues (min {�� 

−1, �� − 1}).    
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4. RESULTS AND ANALYSIS  
4.1  Measuring of accuracy of classification methods 

To compare the performance of the classification methods a set of accuracy classification scores is 
developed in this work.  Let a�([) and a�([) be the probability density function associated with = × 1 vector 
of random variable [ for the cancer and normal populations, respectively.  A cervical tissue  [  must be 
assigned to either a cancer or a normal population.  Let Ω be sample space of all possible values of [.  Let b� 
be the set of values of [for which the method classified tissue on cancer population, and b� = Ω − b�, the 
remaining [ values for which the method classify the tissues on normal population. 

During the classification process there exist four mutually exclusive events that are associated to the 
entire probability distribution and can be written as follows: 

 c�"d� ∩ ��$ ∪ "d� ∩ ��$ ∪ "d� ∩ ��$ ∪ "d� ∩ ��$! 
 

= c"d� ∩ ��$ + c"d� ∩ ��$ + c"d� ∩ ��$ + c"d� ∩ ��$ = 1         (26) 
 
where 
 ced� ∩ ��f is the probability that a tissue belongs to population i and has been classified as  
populationj, where i=1, 2 and j=1, 2,  d�  is a tissue that belongs to population i, and i=1, 2 ��  is a tissue that has been classified as population i, and i=1, 2 
 

It should be noted that in the previous notation the subscript 1 is associated with cancer and 2 with 
normal population.  Thus, the multiplication law can be used to express the joint probability as follows: 

 
 ced� ∩ ��f = ce��gd�fc"d�$               (27) 

where ce��gd�f = ceT ∈ b�|d�f = h a�"T$iT
)�

             (28) 

In the classification process there are four possible outcomes two of them correspond to correct 
decisions and two of them to incorrect decisions, and these four possible outcomes are the following: 
 j� = A tissue that belongs to cancer population and correctly has been classified as cancer population j� =A tissue that belongs to normal population and incorrectly has been classified as cancer population j* =A tissue that belongs to cancer population and incorrectly has been classified as normal population j+ =A tissue that belongs to normal population and correctly has been classified as normal population 
 

The probability of these events are organized and presented in Table 1.  It should be mentioned that 
these probability statement also correspond to the probability distribution established in eq. (26). 
 

Table 1.  Probability distribution of the classification process 
 True population d� d� 
 
Classified 
as: 

�� c"j�$ = c"��|d�$c"d�$ =
k� c"j�$ = c"��|d�$c"d�$ =

�� 

 ��  c"j*$ = c"��|d�$c"d�$ =
�� 

 c"j+$ = c"��|d�$c"d�$ =
i� 

 
where 

 � = k + � + � + i            (29) 
 

a is the number of times that a tissue correctly has been classified on the cancer population and belongs to 
cancer population.  

b is the number of times that a tissue incorrectly has been classifies on the cancer population and belongs 
to normal population.  
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c is the number of times that a tissue incorrectly has been classifies on the normal population and belongs 
to cancer population.  

d is the number of times that a tissue correctly has been classifies on the normal population and belongs to 
normal population.  

The hit rate (HR) is the probability that a tissue is correctly classified and is expected that a good 
classification method will exhibit a HR value close to one; i.e., the desired value of HR is one and the worst 
case is zero, and it can be estimated as follows: 
 lb = c�"d� ∩ ��$ ∪ "d� ∩ ��$! = c"d� ∩ ��$ + c"d� ∩ ��$ 
 

= c"��|d�$c"d�$ + c"��|d�$c"d�$ =
k + i�                (30) 

 
The probability of misclassifying a tissue or the misclassification rate (MR) can be estimated as follows:  
 
 mb = c�"d� ∩ ��$ ∪ "d� ∩ ��$! = c"d� ∩ ��$ + c"d� ∩ ��$ 
 

= c"��|d�$c"d�$ + c"��|d�$c"d�$ =
� + �� = 1 − lb                             (31) 

 
 The probability of detecting a cancer tissue (POD1) is the likelihood that a tissue that belongs to 
cancer population is classified as a cancer tissue.  The POD1 can be estimated as follows: 

 cno� =
c"��|d�$c"d�$c"��|d�$c"d�$ + c"��|d�$c"d�$ =

kk + �          (32) 

 
Likewise the probability of detecting a normal tissue can be estimated as follows: 

 cno� =
c"��|d�$c"d�$c"��|d�$c"d�$ + c"��|d�$c"d�$ =

i� + i          (33) 

 
The probability of classifying as a cancer tissue given that the tissue belongs to a normal population 

can be viewed as a false alarm rate (FAR1) and it can be computed as follows: 
 pjb� =

c"��|d�$c"d�$c"��|d�$c"d�$ + c"��|d�$c"d�$ =
�k + �           (34) 

 
Similarly the probability of classifying a normal tissue given that the tissue belongs to a cancer 

tissue is the false alarm rate for the normal population (FAR2) and is estimated as follows: 
 pjb� =

c"��|d�$c"d�$c"��|d�$c"d�$ + c"��|d�$c"d�$ =
�� + i          (35) 

 
Finally the criterion that can be used to measure the accuracy of classification methods could be the 

one that maximizes the hit rate or equivalently to minimize the misclassification rate.  Other possibility 
would be to minimize the misclassification index (MI).  The MI may be a more robust approach since 
involves the three classification scores: FAR, POD and HR.  The MI is defined as follows: 
 mq� = �pjb� − lb� − cno� + 2

3
�  � = 1,2        (36) 

 
It can be noted that the best performance of a classification method will show the following scores: pjb = 0, lb = 1, and cno = 1, and consequently mq = 0.  On the other hand the worse performance of a 

classification method will reveal the following scores:  pjb = 1, lb = 0, and cno = 0, which implies mq = 1.  Thus, the MI is a number that range between zero and one, and zero is associated the best 
performance of the classification method, whereas a one is associated to the worse performance.  
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4.2 Evaluation of classification methods
The performance of the projection algorithm and the comparison with three existing classifications 

methods are compared through the use of the accuracy
comparison among the methods a single microarray data set was used.  As it was mentioned before the 
studied microarray data includes 8 normal cervical tissues and 25 cancer cervical tissues.  The DNA
microarrays contain 10,692 genes and these data were generated based on 25
tumors from cervical cancer patients and 8 normal cervical expression profiles from hysterectomy.  These 
data were obtained at the Princes of Wales Hospit
Chinese University of Hong Kong 

 
 

Classification method 
POD1

Projection Algorithm 0.95 
Neural Networks 0.83 
Fisher Discriminant 0.79 
Logistic Regression 0.81 

 
 

The validation process consists of randomly selecting two tissues out of the 8 normal tissues and 
randomly selecting two cancer tissues out of the 25 cancer tis
tissues were used for training.  Thus, each classification method was trained with 23 cancer tissues and 6 
normal tissues.  Once a method was trained the 4 validation tissues were used to perform classification
validation.  This process was repeated one thousand times and at the end of the classification exercise the 
measurements of accuracy scores were computed and results are summarized in Table 2.  This table shows 
results for the cancer and normal statis
comparison of the proposed projection algorithm with three existing classification m
Figures 3-5 and Table 2 show that the Projection algorithm outpe
methods. 
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Evaluation of classification methods 
The performance of the projection algorithm and the comparison with three existing classifications 

methods are compared through the use of the accuracy scores derived in the previous section.  To perform the 
comparison among the methods a single microarray data set was used.  As it was mentioned before the 
studied microarray data includes 8 normal cervical tissues and 25 cancer cervical tissues.  The DNA
microarrays contain 10,692 genes and these data were generated based on 25-grossly dissected primary 
tumors from cervical cancer patients and 8 normal cervical expression profiles from hysterectomy.  These 
data were obtained at the Princes of Wales Hospital of the department of Obstetrician and Genecology at the 
Chinese University of Hong Kong [4]. 

Table 2. Statistics for validation  
Cancer tissues Normal tissues 

1 FAR1 MI1 POD2 FAR2 MI2 

 0.15 0.11 0.82 0.06 0.12 
 0.19 0.18 0.81 0.17 0.18 
 0.22 0.22 0.77 0.21 0.22 
 0.27 0.23 0.70 0.21 0.25 

Figure 3.  Probability of detection 
 

The validation process consists of randomly selecting two tissues out of the 8 normal tissues and 
randomly selecting two cancer tissues out of the 25 cancer tissues to perform validation, and the remaining 
tissues were used for training.  Thus, each classification method was trained with 23 cancer tissues and 6 
normal tissues.  Once a method was trained the 4 validation tissues were used to perform classification
validation.  This process was repeated one thousand times and at the end of the classification exercise the 
measurements of accuracy scores were computed and results are summarized in Table 2.  This table shows 
results for the cancer and normal statistics and also for the overall performance.  Figures 3
comparison of the proposed projection algorithm with three existing classification m

and Table 2 show that the Projection algorithm outperform some of the exis

Figure 4.  False alarm rate 
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comparison among the methods a single microarray data set was used.  As it was mentioned before the 
studied microarray data includes 8 normal cervical tissues and 25 cancer cervical tissues.  The DNA 
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Overall performance 
HR MR 

0.89 0.11 
0.82 0.18 
0.78 0.22 
0.75 0.25 
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tissues were used for training.  Thus, each classification method was trained with 23 cancer tissues and 6 
normal tissues.  Once a method was trained the 4 validation tissues were used to perform classification and 
validation.  This process was repeated one thousand times and at the end of the classification exercise the 
measurements of accuracy scores were computed and results are summarized in Table 2.  This table shows 
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5. CONCLUSION 
The proposed projection algorithm is a nonparametric statistical tool to perform classification of 

information into two or more categories.  The algorithm uses the empirical probability distribution to create a 
vector and to represent the stochastic variability of a tissue based on the variability of the genes that exhibits 
the strongest differences between cancer and normal tissues.  The projection algorithm shows that 89% of 
times classified correctly the cancer and normal tissues
Artificial Neural Network, the Fisher’s Discriminant Function, and the Logistic Regression, correctly classify 
the cancer and normal tissues, respectively.  It should be mentioned that smaller misspecification ind
misspecification rate are associated with the Projection Algorithm and these results confirms that the 
Projection Algorithm outperforms the reference methods and therefore the Projection Algorithm can be used 
as a potential tool to perform tissues c

Results show that regardless of the used method the cancer probability of detection is larger than the 
normal probability of detection.  These results indicated that there is more likely to identify a cancer tissue 
than a normal tissue, and this is good property that exhibits the classification methods.

A systematic procedure to perform compassion of classification methods was 
work.  The suggested measurements of classification accuracy are based on the probability distri
possible outcomes that are generated during the classification process.  The probability statements generate 
an objective and a quantitative manner to measure the classification performance and therefore it is possible 
to identify without ambiguities the algorithm that best classifies a given set of information.
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