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1. INTRODUCTION

Cancer is one of the most devastating and impadtimeggses of the human being. Although, large
efforts have been conducted throughout severalrgéors the solution has not been accomplished Vhis
research effort will contribute in the developinfyan algorithm for cancer diagnosis through expigri
microarray analysis. Deoxyribonucleic acid (DNA)asnucleic acid that contains the genetic instounsti
used in the development and functioning of all kndiwing organisms with the exception of some vsisA
DNA microarray is a genomics tool used to study yngenes in an organism, at the same time in onéy on
experiment [1]. With this technique it is possilite obtain the genetic catalog of a cell through th
hybridization process, which consists of extractallgmessenger ribonucleic acid (mMRNA) molecules fo
every expressed gene in a given cell and build ¢emgntary DNA (cDNA) molecules. A DNA microarray
is a plate made of thousands of spots, where gachc®ntains copies of a unique DNA sequence that
corresponds to a single known gene.

During a microarray experiment the built cDNA malbxs are marked with a color molecule and
then deposited in a microarray plate where each ADhblecule couples with its corresponding DNA
sequence in the spots. The plate is scanned vatea light to identify the genes within the dallquestion,
and the identified genes are the expressed geregivén cell. Thus, if the cDNA molecules fronoteells
are marked with different colors it is possibledentify the difference in a gene expression oftthe cells.
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This technique can be used to characterize the freliin cancerous and normal tissues and then leetabl
diagnose cancer in patients.

The microarray technology has provided an oppotyutt develop methods to treat cancer and
other diseases. The availability of microarrayadads motivated to derive biomarkers for diseaagntisis
and prognosis, and the identification of efficitratments. According to Pang [2] there are thtatistical
problems in cancer genomics research: the ideatifin of subclasses within a particular tumor fythe
classification of patients into known class; and Helection of biomarkers, i.e., genes that cheriaet a
particular tumor. In this research we will focus @hassifying human tumors based on microarray
information.

The gene expression technology has motivated teldpvsome statistical methods to solve the
classification problem characterized by having sy\@mall sample size. Lee [3] conducted an exlaist
literature review and compare 21 classificatioroatgms with 7 different data sets and found tinet best
method to solve the underlying classification pesblis the support vector machine. Pang [2] folnad the
support vector machine is one of the best and pagd similar to diagonal linear discriminant anays
(DLDA), diagonal quadratic discriminant analysisgDA), and the k nearest neighbor (kNN). The selgct
classification methods to be compared with our psgl method should exhibit good performance and mus
be easy to be implemented. Thus, the selectedoaetire: Fisher discriminate function, logisticresgion,
and artificial neural networks.

In this research a new technique for analyzing oaimays is introduced, the proposed approach is
simple and robust to conduct microarray analysese entertained algorithm includes some percentdes
express an approximation of the cumulative prolitgidistribution of the gene expression. The petibes
of a gene from a cancer tissue were also useddatecra vector that represents the expression of tha
particular gene, and similarly the correspondingregsion of a normal gene was used to create ageco
vector. The cancer (or normal) gene expressiofisexhibit similar behavior if the angle betweenotw
vectors is very small. On the other hand, the earfor normal) gene expressions will exhibit diéer
behavior if the angle between those vectors appesato 90 degrees. Thus, the genes that showarihpest
projection angles are the genes with the larggstession and were used to perform classificatioa tigsue
from an independent data set.

The main purpose of this study is to use matheatiols to analyze microarrays for developing a
cancer detection algorithm. The specific objectioé this study are: to develop the projection atgm to
identify the genes with the maximum expressionyge the projection algorithm to classify a newugsas
either a cancer or normal tissue; and finally, dmpare the performance of the projection algorithitin
some of existing methods for cancer detection. Sdeond section of this study shows a detailedrieian
of proposed projection algorithm. The third sectibescribes some of the most prominent classifinatio
methods used to detect cancer on microarrays. fdumh section presents some statistics to meahre
accuracy of classifications methods. This sectimo presents the evaluations of the Projectiorovtigm
and compares the performances of this algorithrh sitme existing algorithms. The last section prisse
some conclusions.

2. PROPOSED METHOD
2.1 Projection algorithm

An efficient algorithm is proposed to distinguishtiween cancer and normal tissues. The algorithm
starts by identifying the genes that exhibits thaximum expression, and then uses the genes pritpabil
distribution to compute angles between genes aradlyiclassify tissues on healthy and nohealthie @ata
set used in this research was originated from raicay technology studies and contains 10,692 geités
33 tissues, 25 out of 33 are cancerous; and thainémy 8 tissues are normal [4]. The data set usesl
without applying any mathematical transformatiorhe microarray data were divided in two parts: data
training, and for validation. The training datareveised for designing the centroids and projectieetors,
and the validation data were used for testing perémce of the algorithm.

The training process requires first identifying thenes with the largest expression and secondrasbig
the selected genes to a specific tissue. Theiftehgenes with the largest expression will bedusecreate
the cancer (or normal) population. The data setrfining is used to calculate the central tengiesfoeach
population and will be represented by two vecttis: cancer and normal vectors. The applicatiothef
projection algorithm consists of selecting a tiséuan the validation data to be classified as acearor
normal tissue. The tissue from validation datd & used to create a third vector, which will ejected
onto the cancer and normal vectors. The magnitdidiee projection angles and the probability digition
of the gene expressions will be used to classéyttbsue. The implementation of the projectioroatgm
requires performing of three steps:
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2.1.1 Identifying the most expressive gen

The original microarray information is organizedwo matricesT, ,,ceraNd Ty ormar; these matrices
are of the size&V X n,, andN X n,, respectively; wherd/ is the number of genes that are included in ¢
tissue ancd, andn, are the number of cancer and normal tissues fitigapLrposes

Five percentiles for each gene would be a reprasentof the accumulative probability distributi
of each gene and will be computed for both normal @ancer genes, and will be organized in the \fotig
vectors:

C; = [CS,i C25,i CSO,i C75,i C95,i] (1) hi = [hS,i h25,i h50,i h’75,i h95,i] (2)

Wherec; andh; are the cancer and normal percentiles vectorshei" gene, respeively. Thec,; andh,;
are thert" percentile for thé" gene of the cancer and normal tissues, respectivighg percentiles vecto
are collected to create the percentiles matriC and H) which will be the basis for calculan the
projection angles. The size of the percentile imagrare bot N x 5 , and can be represented

Cs1 €251 " Cos [h5,1 hysq - h95,1]
Cs2 (252 ©r Cos2

=% 2 T ™ ol @) H=|Ms2 Moz Moy @
Csn  Casy "1 Cosn th_N hosn i hgs_NJ

The projection angle of thit"* gene is the angle between the normal ved,;, and the cancer
vector, ¢;. The definition of the inner product is used tdcakate the angle between vectors in tt-
dimensional space and can be expressed as fc[5] (Strang 1976):

hi'ci

0; = cos™* (—
‘ [t [l |l

), i=12,.,N (5

»
»

Ci

Figure 1. Projection ang

wheréh; - ¢jisthe inner product between th;and c;vectors ||h;|| is the module (the vector length) of t
vectorh;and||c;|| is the module of the vectic;. The geometrical representation of the angle cagiveEn in
Figure 1.

The genes with the largest angles are selectdukasnies that exhibited the largest expression.
genes are ranked according with the proon angle and the angle that correspond the 90 pdecés
selected as the reference anp. All the genes that exhibit a projection anglegé than the referent
angle are declared as the genes with the larggsession; i.e., thit® gene withg; > ¢ is defined as the
gene with a large expression.

2.1.2 Develop centroids fonormal and cancer populations

Now the most expressive genes will be associatel edrvical tissues to develop a classifical
scheme. Arbitrarily 10 out of ttmost expressive genes are selected in each trdissge to initialize th
algorithm. Thus the initial centroid for cancerdamormal tissues would tB,and G, respectively, with
dimensions ok x m; andk x m,; wherem,; andm, are the number of cancer and normal tissues use
training, respectively and initiallk=10.

[bm by, - b1,m1] 911 912 7 Gim,

921 Y22 7 YGzm
Bkzlbf'1 bz:'z bz'TsH1 ©  G=[ T T ™)

lber brz i bl Gka Gkz i Gkms
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The percentiles for each tissue are estimated lmpating the percentile for each column of
matrices (6) and (7). For instance, the percentifethej*tissue of the matrix (6) would be:

o]
b= |72

|:'> | = l'Juj'k:[us'j'k Upsjie  Usojk  Ursjk  Uesjk] (8)
by,

Thus, the matrices of percentiles for cancer andhabtissues U, , andV,, ) have dimensions ofi; X 5
andm, X 5 and are based dngenes and can be written as follows:

Us 1.k U251,k Us0,1,k U7s5,1,k Ugs,1,k ]
Us 2k U252,k Us0,2,k U752,k Ugs,2.k
Ub,k - H H H H H (9)
Usmyk Uzsmyk Usomyk  U7smpk Wosmykd
Us 1,k VU2s5,1,k Uso0,1,k U751,k Vos5,1,k ]
| Vsz2k U252,k Us0,2,k V75,2,k Vos,2,k
' . . . . . (10)
Usmak  V2smak  VUsomak  V7s,mpk Vosmy ikl

where u, ;, is the p" percentile, of thej®" cancer tissue including the" genes with a significant
expression; likewise, , is the pt" percentile, of thg®" normal tissue including th&!* genes with a
significant expression.

The average of each column of the matrices (9) @0) are computed and used as the central
tendency for normal and cancer populations. Timraktendency is called the centroid of the cqroesling
population. Thus, the centroids of the cancermordhal, B, andPG,, ) populations with only k genes are
given as follows:

PB) = [Us) Ussi Usok Ursk Uosk] (11)
PGy, = [Vsx Taskx Vsok Vrsk Vosk] (12)
where the averages for cancer and normal percerdile computed as follovs;, = milz;”jl Upjr and
Upk = mizz;n:Zl Vpjk-
The angle between centroids is computed usingdif@aing expression:
PG, - PB
0 = <05™ (oG Tp,]) 19

A gene from the list of the most expressive onemlided to the matrices (6) and (7), and the value
of kis actualized bk=k+1. The matrices changesBg,,andG,.,,, and the centroidBB,,, andPG,, are
computed again, and the andlg,; is also computed. It should be noted that the bermof genes may
increase; however, the dimensions of the matriceB,t,; and G,,; remain the same; i.em, X 5and
m, X 5, respectively.

If 5,41 > &k, the selected gene k+1 is added to the list oégémat best contributed to improve the
centroids. On the other hand, if thg,,; < &, the gene is eliminated from the matrices. ThiEcess is
repeated until the last of the most expressive gentested. Thus, the last valuekandicates the number of
genes that integrate the centroids of the certissilies with cancer and normal populations.

2.1.3 Validation

Cervical tissues that were selected for validatidth be used to create a validation vector, which
will be projected onto the cancer centroid and radroentroid. The tissue under consideration wdl b
classified into one of the two classes dependinthefprojection angle. Thus, the tissue will basslfied
into the group: that is associated with the minimum projectionlanghereGis computed as follows:
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G = min{6,}, 1=1,2 (14)

Thus, ifl=1 indicates a cancer group; otherwise will indécadrmal group.

The tissues that were saved to perform validai@nused to create the projection vector. The most
expressive genes that were identified during tlenimg process are selected and the percentiles are
computed based on the k genes for each validaissog. The projection vector is created in a simil
fashion as in the training process. The selecte@g are given in column vedprand these values are used
to calculate the percentiles expressed by the exovz;

by,

t,
I::> ’rj = 2:'] ‘[j = [TS,j T25,j TSO,j T75,j T95,j] (15)

Li,j

Thus, theT; vector is formed by the most expressive genes idedtified during the training process;
whereas, ther; vector is composed of the percentiles of the gewiéis the largest expression of thig
tissue, which was selected to perform validatidine t; vector will be called the projection vector of e
tissue.

3. RESEARCH METHOD
3.1 Comparison with existing classification methods

The performance of the proposed algorithm was coedpaith existing classification methods by means
of analyzing a single microarray data set. Thedet methods to perform this comparison are the
following: logistic regression, artificial neuraktworks, and Fisher discriminate function. Indefeartly of
the methods involved in the comparison the follayiasks were conducted:

* The projection algorithm was used for all classifion methods to identify the genes with the larges
expressions.

* Two tissues were randomly selected out of 25 catissues, and two normal tissues out of 8 normal
tissues were also randomly selected to performdafiéin. The 29 tissues were used to create the
information to train of a classification method.ne@ the method was trained the 4 validation tissues
were used to measure the classification capakilidethe considered method, and this process was
repeated one thousand times to measure the acafraassification method.

3.1.1. Logistic regression.
The logistic regression is a nonlinear regressechnique that successfully has being used to
perform classification of information [6], [7], [8]The logistic regression can be expressed amAfsil

ePi m
Yi=15er T & (16) pj =P+ Z Bixi 17)
i=1

wherey; is a binary variable, wheyy = 1 indicates that th¢" tissue is a cervical cancer tissue otherwise is
a normal tissueg is the base of the nature logarithmg; is the measurement expression of itftegene with
the largest expression from tjf¢ tissue,s; are the regression coefficients that will be eatad during the
training process, ang is a random noise with cero mean and constananegi As mentioned before the
genes with the largest expression were obtainedidiiyg the most expressive geansfrom the projection
algorithm.

To derive consistent and reliable estimates foitkehe multicolinearity test was implemented [9].
If the muticolinearity problem was present, the egif; ;) that caused that caused the multicollinearity
problem were removed before estimatfig. Thus, once the multicolinearity problem wasved the best
estimates were obtained by using the maximum hkeld method. Note that is the total number of genes
with the largest expression and without multicahnity problem. Finally, the estimates yf are values
between cero and one; therefore, any value latger 0.5 is considered as one and cero, otherwise
estimates of; were computed as follows:

A Projection Algorithm to Detect Cancer Using Miaroay (Nazario D. Ramirez-Beltran)
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m
Vi = TrePi (18) and pj= Bo + Z ﬁixi,j (19)
=1

As mentioned before theaining was conducted with the most expressive gines 29 tissues the
do not exhibit muticolinearity problem. Once thegmession model is developed the validation of
regression method is conducted with 4 cervical@ssthat were reserved fors purpose. To measure |
classification accuracy of the logistic regressioethod the training and the validation processeee
repeated one thousand times and rs are presented in the section 4.

3.1.2 Artificial neural networks.

Artificial neural networks (ANNs) have been reported to succéigsfulve classification problen
[10], [11]. ANNSs are especially useful when data are cleskiby using nonlinear boundaries. 1
successful applications of the ANN depend on ddténm the approprite identification of the structure -
the ANN. The identification of the structure of ANN consists of determining the number of layehg
number of neurons in the hidden layers, and the tyfpthe transfer function in each layer. A sysiéo
methal was developed to identify the neural networkcitme for modeling the nonlinear behavior of
variables involved in a given syste[12], [13]. Neural networks with more than two layers weiseardec
because, in such cases, the networks over pzerize the learning process causing a reductionhe
prediction capabilities. On the other hand, a akeuetwork consisting on a single layer was notdt
because it does not have the capability of modelonginear classification boundaries. The tified neural
network consists of two layers, which has threermesiin the hidden layer and a single neuron irothtput
layer. A sigmoidal transfer function was implermezhin both the hidden and the output laye

Hidden layer

Input

a' = logsig(w'x + b*) Output layer

a? = logsig(w?a® + b?)

@

Figure 2.The identified neural network struct
The hidden layer (left) and the output layer (rjgire the main components of the selected neutabnie x; jis the
input, w's are the weights, b’s are the bias, mésthe net input ana is the output of the netwol

Figure 2 shows the selected strire of the implemented neural network. The inputrindo train the neure
network is formed by the most expressive genese diagram presented in Figure 2 follows the Hag
notation [14] and the variablegs are the weight matriceb;s are the biagectors,n’s are the net input of
the transfer functions, aralis the output of the neural network and is a nunfifsween cero and one; thi
if the output is larger than 0.5 the tissue isgiféedd as a cancer tissue; otherwise, the tisslldwiclessified
as a normal tissue.

An optimization algorithm is used to estimate theights and biases so that the output of the ni
network is as close as possito the target value. In this particular case thgetis the number one for
cancer tissue and zero for a normal tissue. Tpignization strategy is known as the training psscanc
the neural network will learn the relation betwéke inputs andhe outputs of a dynamic system. Once
neural network is trained, the optimal weights saeed with the purpose of classifying a new tisstikere
are various learning algorithms to train neuralvoeks. Some of the most useful are: Perceptrombian,
Widrow-Hoff, and Backpropagation; the latter is a suitahlgorithm for this research because it has
capability of training multilayer neural networksithv nonlinear classification boundari14]. The
BackpropagationLevenbefgdarquardt BLM)algorithm computes automatically the learning rate
introducing a constant that ensures that the Janabiatrix of weights and biases will be a positiedinite
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matrix and consequently convergence is accomplighgd [15]. One of the limitations of this methadthe
large amount of memory required to perform caléafet. However, for the underlying application, the
BLM algorithm becomes a suitable technique sindg tiie most expressive genes are the input of ¢theat
network.

A feeforward neural network with the BLM algorithwas used to train the network. The most
expressive genes from the 29 tissues were usagdtecthe input matrix to perform the training foé tANN.
Once the ANN was trained, the most expressive giaasthe 4 validation tissues were used to meathare
classification capabilities of the ANN, and thisopess was repeated one thousand times to measure th
accuracy of classification.

3.1.3 The Fisher’s discriminant function

The Fisher’s discriminant function is a method étaissifying information into groups. Fisher’s
method is based on the idea of transforming a fsetudtivariate observations into univariate varigyl such
that the univariate variables are the linear comfidms of the multivariate variables and these aniée
variables are separated as much as possible betyweeps and very close within groups. Fisher tepls
does not assume normality; although, it is assuege@l variances.

Assuming that there arem, observations from a multivariate random variables
X; = [x11, ¥12 ", X1p] and m, observations fronX, =[xy, X2z ", X2p], wherexy; is a
m, X 1 vector, from a population 1; and,; is am, X 1 vector from population 2, fgr=1,2,...,p and
m; —1>pfori=1,2. In this particular applicatiom, andm, are the cancer and normal tissues used
during the training process ampdis the number of genes, and population 1 is agsstiwith cancer tissues
whereas population 2 with normal tissues. Sinahétis method pursuit large differences betweemnggo
and small variability within groups, this objectivean be accomplished by forming a ratio of two
components. The numerator expresses the diffetagtveeen groups and the denominator variabilityiwit
groups. Therefore, the Fisher's objective can beomplished by solving the following optimization
problem: find theap x 1 vector such that the following ratio is maximized:

(a'd)? 20
Tfox a'Sa (20)
where
= (X, — X n, —1)S n, —1)S
d=(%; —%;) (21) S:(l )1+(2 )S; 22)

where&;and&,are average-samplg x lvectors from populations 1 and 2, respecti&lsgnds, are the
sample variance-covarianpex pmatrices from populations 1 and 2.

The Cauchy-Schwarz [16], [17] inequality can beduseshow that thavector that maximizes the
ratio of equation (20) is

a=dsSc (23)

where is a constant value different from zero. Thusuaknownp X 1 vector xyis projected into the
avector to classify into one of the underlying padigdns. Thus, the Fisher’s classification rule bargiven
as follows:

Allocate the xytissueinto the cancer population yf— L > 0; otherwise allocate the tissueinto
normal population, where

= a0 1
y=a @4 L=z +%,) (25)

To implement the Fisher's Discriminate method mepireducing the number of genes from an
extreme large number (available genes) to a nusibatler than the number of training tissues. Ohih®
suggested procedures consists of two steps. HKesitify and select the most expressive genegyusia
Projection Algorithm and the second step consist satecting the genes that do not exhibit the
multicolinearity problem. Thus, the test of mutinearity[9] is performed and the vectors associatéth
the genes that shows the smallest variance infildéictor are selected, and finally, verifying thee selected
genes are less than the number of training tisguas {m, —1,m, — 1}).

A Projection Algorithm to Detect Cancer Using Miaroay (Nazario D. Ramirez-Beltran)
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4. RESULTS AND ANALYSIS
4.1 Measuring of accuracy of classification methods

To compare the performance of the classificatiothous a set of accuracy classification scores is
developed in this work. Léf (x) andf,(x) be the probability density function associatechwitx 1 vector
of random variablex for the cancer and normal populations, respegtiveA cervical tissuex must be
assigned to either a cancer or a normal populati@i Q) be sample space of all possible values.ofet R,
be the set of values afor which the method classified tissue on canceyutation, andR, = Q — R, the
remainingx values for which the method classify the tissues@rmal population.

During the classification process there exist fioutually exclusive events that are associatedeo th
entire probability distribution and can be writtes follows:

Pl(myncy) U (g Ncy) U (mp, Ney) U (m, Ncy)]
=P(myNnc)+Pmnc)+Pm,Nnc)+P(m,Nncy) =1 (26)
where

P(ni n c]-) is the probability that a tissue belongs to popatei and has been classified as
population, wherei=1, 2 andj=1, 2,

; is a tissue that belongs to populatipandi=1, 2

c is a tissue that has been classified as popuolgtandi=1, 2

It should be noted that in the previous notatiom shbscript 1 is associated with cancer and 2 with
normal population. Thus, the multiplication lawndze used to express the joint probability as fedio

P(m; 0 ¢;) = P(¢j|m:)P(my) 27)
where

P(lei'[i) = P(x € R]-|T[L-) =] filx)dx (28)
Rj
In the classification process there are four pdssiutcomes two of them correspond to correct
decisions and two of them to incorrect decisionsl, these four possible outcomes are the following:

A; = Atissue that belongs to cancer population andexily has been classified as cancer population
A, =A tissue that belongs to normal population and inectly has been classified as cancer population
A5 =A tissue that belongs to cancer population and iiremily has been classified as normal population
A, =Atissue that belongs to normal population and eotly has been classified as normal population

The probability of these events are organized ardgnted in Table 1. It should be mentioned that

these probability statement also correspond t@tbbability distribution established in eq. (26).

Table 1. Probability distribution of the class#ion process
True population

T T,
c _ _a b
Classified ' P(A)) = Pla|m)P(m) = P(42) = P(cim)P () =~
as
¢ d
@ P(A3) = P(c;|my)P(my) = n P(A,) = P(cy|my)P (1) = -
where
n=a+b+c+d (29)

a is the number of times that a tissue correctlylieen classified on the cancer population and sltm
cancer population.

b  is the number of times that a tissue incorrecly heen classifies on the cancer population armhgel
to normal population.
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c is the number of times that a tissue incorrectly heen classifies on the normal population anghigsl
to cancer population.
d isthe number of times that a tissue correctlybeen classifies on the normal population and lysda
normal population.
The hit rate (HR) is the probability that a tisssecorrectly classified and is expected that a good
classification method will exhibit a HR value closeone; i.e., the desired value of HR is one &mdworst
case is zero, and it can be estimated as follows:

HR = P[(m;N¢c)) U (m, N¢cy)] = P(ty Ney) + P(my, Ncy)

a+d
= P(c1|my)P(my) + P(cy|my)P(my) = T (30)

The probability of misclassifying a tissue or thisctassification rate (MR) can be estimated aofod:
MR = P[(T[l N Cz) U (nz N Cl)] = P(T[l N Cz) +P(7T2 N Cl)

b+c
= P(cy|my)P(mry) + P(cy|my)P(mr,) =

=1-HR (31)

The probability of detecting a cancer tissue (RPOPB the likelihood that a tissue that belongs to
cancer population is classified as a cancer tis3ie PODR can be estimated as follows:

P(cq|my)P(my)

POD, = = 32
17 P(ey|my)P(my) + Pcylm)P(my) — a+c (32)
Likewise the probability of detecting a normal tisan be estimated as follows:
P(c P
POD, = (cz|m) P (1ry) 33)

P(cy|m)P(mz) + Pcz|m2) P(my) “b+d

The probability of classifying as a cancer tissiveig that the tissue belongs to a normal population
can be viewed as a false alarm rate (pAddd it can be computed as follows:

P(cy|my)P(my)

FAR, = P, lm)P(my) + P(ciIm)P ()  a+b

(34)

Similarly the probability of classifying a normaksue given that the tissue belongs to a cancer
tissue is the false alarm rate for the normal pajah (FAR) and is estimated as follows:

P(cy|my)P(my) . c
P(cy|my)P(my) + P(cy|my)P(my) T c+d

FAR, = (35)

Finally the criterion that can be used to measheeaccuracy of classification methods could be the
one that maximizes the hit rate or equivalentlynimimize the misclassification rate. Other pogiipi
would be to minimize the misclassification indexI{M The MI may be a more robust approach since
involves the three classification scores: FAR, P®@id HR. The Ml is defined as follows:

FAR, — HR; — POD; + 2y _
MI, = ( ) ) i=12  (36)

It can be noted that the best performance of aifiestion method will show the following scores:
FAR = 0,HR = 1,andPOD = 1, and consequentlyf/ = 0. On the other hand the worse performance of a
classification method will reveal the following ses: FAR = 1, HR = 0, andPOD = 0, which implies
MI =1. Thus, the MI is a number that range between zsw one, and zero is associated the best
performance of the classification method, whereaseais associated to the worse performance.
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4.2 Evaluation of classification method

The performance of the projection algorithm and tleenparison with three existing classificatic
methods are compared through the use of the ag( scores derived in the previous section. To perfihva
comparison among the methods a single microarréy st was used. As it was mentioned before
studied microarray data includes 8 normal cerviisdues and 25 cancer cervical tissues. The
microarrays contain 10,692 genes and these data gemerated based on-grossly dissected prima
tumors from cervical cancer patients and 8 norreaVical expression profiles from hysterectomy. &
data were obtained at the Princes of Wales Hal of the department of Obstetrician and Genecokltghe
Chinese University of Hong Kor[4].

Table 2. Statistics for validation

Classification method Cancer tissues Normal tissues Overall performance
POD, FAR, Ml POD, FAR; Ml HR MR
Projection Algorithm 0.95 0.15 0.11 0.82 0.06 0.12 0.89 0.11
Neural Networks 0.83 0.19 0.18 0.81 0.17 0.18 0.82 0.18
Fisher Discriminant 0.79 0.22 0.22 0.77 0.21 0.22 0.78 0.22
Logistic Regression 0.81 0.27 0.23 0.70 0.21 0.25 0.75 0.25
1

0.8

0.6

0.4 m Cancer

0.2 H Normal

Projection Neural Fisher Logistic
Algorithm  Networks Discriminant Regression

Figure 3. Probability of detection

The validation process consists of randomly seigctiwvo tissues out of the 8 normal tissues
randomly selecting two cancer tissues out of the&@#fcer tisues to perform validation, and the remair
tissues were used for training. Thus, each claasibn method was trained with 23 cancer tissuas &
normal tissues. Once a method was trained thdidatian tissues were used to perform classifiai and
validation. This process was repeated one thousemebs and at the end of the classification exertiige
measurements of accuracy scores were computedeantisrare summarized in Table 2. This table st
results for the cancer and normal stics and also for thewerall performance. Figures-5 show the
comparison of the proposed projection algorithmhwiliree existing classification ethods. In general,
Figures 3-5and Table 2 show that the Projection algorithm erform some of the exting classification
methods.

0.4

0.3

0.2 M Cancer

0.1 ® Normal
0 T T T f

Projection Neural Fisher Logistic
Algorithm  Networks Discriminant Regression

Figure 4. False alarm rate
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Figure 5. Misspecification Index

5. CONCLUSION

The proposed projection algorithm is a nonparamedtatistical tool to perform classification
information into two or more categories. The aitjon uses the empirical probability distributiondieate ¢
vector and to represit the stochastic variability of a tissue basedhenvariability of the genes that exhikt
the strongest differences between cancer and ndissales. The projection algorithm shows that 88
times classified correctly the cancer and normsdug, whereas 82%, 78% and 75% of the time
Artificial Neural Network, the Fisher’s DiscriminaRunction, and the Logistic Regression, correclhgsify
the cancer and normal tissues, respectively. dulshbe mentioned that smaller misspecificatiorex and
misspecification rate are associated with the PRtige Algorithm and these results confirms that
Projection Algorithm outperforms the reference roethand therefore the Projection Algorithm can éed
as a potential tool to perform tissudassification.

Results show that regardless of the used methochtieer probability of detection is larger than
normal probability of detection. These resultsi¢ated that there is more likely to identify a cantissue
than a normal tissue, dnhis is good property that exhibits the clasatiizn method:

A systematic procedure to perform compassion ofsif@ation methods waintroduced in this
work. The suggested measurements of classificatiomacy are based on the probability dbution of all
possible outcomes that are generated during ttesifitation process. The probability statementsegate
an objective and a quantitative manner to measwrelassification performance and therefore itassible
to identify without amhguities the algorithm that best classifies a gigenof informatior
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