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1. INTRODUCTION

There is a trend in the scientific community to mlbdnd solve complex optimization problems by
employing natural metaphors. This is mainly dueintefficiency of classical optimization algorithms i
solving larger scale combinatorial and/or highlyndimear problems. It is a well-known fact that sdical
optimization techniques impose several limitati@ms solving mathematical programming and operational
research models.Classical optimization method ngedsd initial guess and if this initial guess ig good
than it stuck up into the local optima and cantveahe multimodal optimization problems. ArtifitiBee
Colony algorithm which is powerful optimization foihat has been proposed in the past few yeardi3].
this paper, ABC algorithm is successfully implengehand tested over the standard Benchmark functions

The rest of the paper is organized as under, sedti@ contains brief explanation of ABC
algorithm; third section contains Pseudo code f&CAAlgorithm with example; fourth section describes
Descriptions of Benchmark functions; fifth sectidascribes Optimization of Benchmark function using
ABC Algorithm in Linux ‘c’, and at lat conclusiomd reference.

2. ARTIFICIAL BEE COLONY ALGORITHM
A colony of honey bees can extend itself over Idigances in order to exploit a large number of
food sources at the same time[1]. The foraging beeslassified into three categories
1) Employed bees
2) Onlookers bees
3) Scout bees.
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All bees that are currently exploiting a food s@uare known as employed bees.Employed bees
exploit food sources and they carry the informatabout food sources back to the hive and share this
information with onlooker bees [2].

Onlooker bees are waiting in the hive for the iinfation to be shared by the employed bees. The
employed bees shares the information about theaodered food sources and scout bees searchdsefor t
new food sources. Food patches with large amoudntedaiar that can be collected with less effortitembe
visited by more bees, whereas patches with lesamezceive fewer bees. Employed bees share inf@ma
about food sources by dancing in the designatecedamea inside the hive. The nature of dance is
proportional to the nectar content of food soutst gxploited by the dancing bee. An onlooker batches
the dance and chooses a food source accordingstprdbability proportional to the quality of thaiod
source. Therefore, good food sources attract mateoker bees compared to bad ones. Whenever food
source is exploited fully, all the employed beesoafmted with it abandon the food source, and becom
scout.

Scout bees can be visualized as performing thefaxploration, whereas employed and onlooker
bees can be visualized as performing the job ofoitgtion. The foraging process begins in a colduyy
scout bees being sent to search for promising faidhes. When they return to the hive, the scoes béo
have found a patch that is rated above a certafitguhreshold go to the dance floor to perforrdance
known as the waggle dance. This mysterious dan@sssntial for colony communication, and contains
information regarding a food patch: like the dif@atin which it will be found, its distance frometlhive and
its quality rating (or fitness). This informatiorlps the colony to send their bees to food patphesisely.
Each individual's knowledge of the outside envir@mhis solely derived from the waggle dance. Thisa#
enables the colony to evaluate the relative méndifferent patches like the quality of the foo@yhprovide
and the amount of energy needed to fetch it. W4glarching from a patch, the bees monitor its fewell
This is necessary to decide upon the next waggieaedahen they return to the hive. If the patchilsgood
enough as a food source, then it will be adverttbedugh waggle dance and more bees will be restuib
that source [4].

In the ABC algorithm, each food source is a poss#lution for the problem under consideration
and the nectar amount of a food source repredamtgutality of the solution represented by the §mealue.
The number of food sources is same as the numbempfoyed bees and there is exactly one employed be
for every food source. This algorithm starts byoagting all employed bees with randomly generdited
sources (solution). In each iteration, every emgtblgee determines a food source in the neighborbbits!
current food source and evaluates its nectar anf@itmgss).

The {"food source position is representedXs= (xil, xi2 . . . xid). F (Xi) refers to the nectar
amount of the food source located at Xi. If an exgptl bee’s new fitness value becomes better thabdht
fithess value achieved so far, then the employedrbeves to this new food source abandoning theoél
otherwise it remains in its old food source. Whirmployed bees have finished this process, thayesthe
fitness information with the onlookers inside theeh each of which selects a food source accortiindpe
probability. The probability depends on the quatifithe food source. With this scheme, good foaarses
will get more onlookers than the bad ones. Eachvbikesearch for better food source around neighbod
patch for a certain number of cycles (limit), ahdhie fithess value will not improve within limitmber of
cycles, then that bee becomes scolihe procedure is continued until the terminatioitedon is
attained [5, 6].

3. PSEUDO CODE FOR ABC ALGORITHM WITH EXAMPLE
Main steps of the algorithm are given below:

Initialize the food source positions.

Each employed bee produces a new food sourceiinfttod source site and exploits the better source
Each onlooker bee selects a source depending aqutlity of her solution, produces a new food seurc
in selected food source site and exploits the issttece.

4. Determine the source to be abandoned and allotatariployed bee as scout for searching new food
sources.

5. Memorize the best food source found so far.

6. Repeat steps 2-5 until the stopping criterion i$. me

wnN e

3.1 Step by step procedure of ABC Algorithm
Consider following function for optimization.

F(X) =x? +x? -5<5xx2<=5 (1)
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Control Parameters of ABC Algorithm are set as:oB@glsize, CS = 6, dimension of the problem, D = 2,
Limit for scout, L = (CS*D)/2 = 6.

3.1.1 Step 1. Employed Bees Phase
Employed bees are half of colony size.
EB=CS/2;

Initialization Phase
First of all, initialization of the positions of fdod sources (CS/2) of employed bees is randomly
done Using uniform distribution in the range (-p, 5

X = X1 X2
1.4112 -2.5644
0.4756 1.4338 (2)

-0.1824 -1.0323
Hence f(x) values are substituting in equationalies of x1, x2.

8.5678
2.2820
1.0990
From these values we can calculate the value dittiess function using following equation.
1
— if fi=0
Fitness function: fit 1+f; It )

1+ abs(f;) if ;<0

After substituting values of f(x) in equation (8jtial fitness of Employed Bees vector is:

0.1045

0.3047

0.4764
Here maximum fitness of the employed bee is 0.4T@&dimprove the fitness of the employed bee iterati
cycle starts.in iteration cycle employed bee tti@smprove its location by finding better neighbook
location.

3.1.2 Step 2: produces a new food sour ce.
The following formula produces a new solution.

Vi = Xt @4(Xi =)

Where,
k=1; k is a random selected index.
j=0; j is a random selected index.

For, first employed beelocation

@ =0.8050 @;is randomly produced number in the range [-1, 1].
V,=2.1644 -2.5644

Calculate function and fitness of the new location.

Fo(x) =11.2610 fig=0.0816

Now, by using the greedy selection method betwedh atd \4 gives us best Solution for our
problem.0.0816 < 0.1045 (comparing with initialnfiss vector), the solution 0 couldn’t be improved s
increase its trial counter.

For second employed bee
Vij= X+ y(Xi=X)
@ =0.0762 ®@;is randomly produced number in the range [-1, 1].
V1=0.4756 1.6217

Calculate function and fitness of the new location.
Fi(x) = 2.8560 fit= 0.2593
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Now, by using the greedy selection method betwegand \; gives us best Solutionfor our problem.0.2593
< 0.3047, the solution 1 couldn’t be improved stréase its trial counter.
For third employed bee

Vij= X+ Dij(Xij—%)

® =-0.0671 @ is randomly produced number in the range [-1, 1].
V,=-0.0754 -1.0323
Fx(x) =1.0714 fit=0.4828

Now, by using the greedy selection method betwegand \, gives us best Solution for our problem.0.4828
> 0.4764, the solution was improved so its trialmer is set to 0 and replace the solutigraXd \4.

3.1.3 Step 3: substituting improved solution and again calculating fitness.
Substituting improved solutions in matrix X equati@).

X = x1 X2
1.4112 -2.5644
0.4756 1.4338
-0.0754 -1.0323

F(X) values are;
8.5678
2.2820
1.0714

Fitness vector is:
0.1045
0.3047
0.4828
3.1.4 Step 4: calculating probability using formula.
Calculate the probability valugsfor the solutions by means of their fitness for onlooker bees.

Pi =
fiti (4)
$2, Fit;
p =
0.1172
0.3416
0.5412

3.1.5 Step 5: Onlooker Bee phase.

Produce new solutions; Yor the onlookers from the solutiorsselected and depending pnand
evaluate them. Onlooker bee chooses random emplmeds per the probability formula.
Improved solutions for onlooker bee

X =
1.4112 -2.5644
0.1722 1.4338
0.0348 -1.0323
f(x) values are;
8.5678
2.0855
1.0669
Fitness vector is:
0.1045
0.3241
0.4838
Memorize the best one
Best = 0.0348 -1.0323
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3.1.6 Step 6: Scout Bee phase.

In this phase solutions which were not improvedéhsolutions are replaced by the scout bee.
Trial Counter =
1
0
0
There is no abandoned solution since L = 6
If there is an abandoned solution (the solutiombich the trial counter value is higher than L s @ggnerate
a new solution randomly to replace with theabandaree.

3.1.7 Step 7: Check trial counter.

Cycle=cycle+1.
The procedure is continued until the terminatiateaon is attained.The following figure.1 shows técreen
shot of optimized function F(x) 3 +x2 ;-5<=x, X2<=5.

N ——
J2BE w4 L %+¢ 0% 0% @8 §

Esployed Ses Enitislizetiss Phase Stasis,.

Foudl Seurces Occupled By the Employed Bees...

.30 i.TaTET A &, b0t
0. 05838 T.474747 [ &, DGR
1. ESE5H0 218182 &, E0a] 6, 2505TE
097593 2.121312 &, B3R &, ST
[ 2558887 &, ik & 181518
Fix] Fitmess

E7. 339N B.EILe2

mn. s B. @217

B TREH By

M. 4T F.dlime

B2 Weles . ¥LeES
Interstion Mosber 180 L3 Cosplened

Final Lofations

L] 2.l &, B .71

838712 2.88%70 -] &, 143648

1. 7aeEne 2.8363E4 &, 0B £, THIAM

1 884190 2. 120593 LR &, &p2E5]

B_amEnd 2. 38008 L &. 643404

Fix) Fitregs Trial Cooater
fp Bl ko] Bodladdl L]
TR, 28 (R ar L] #
ok 23600 0810 ]
1 SR o.allEnl L]
. res1s o813 3

ML et

Figure.1.Screen shot of the above optimized functio

4. DESCRIPTIONS OF BENCHMARK FUNCTIONS.

In the simulation studies, Artificial Bee ColonyB&) Algorithm was applied for finding the global
minimum of the well-known four test function&.function is multimodal if it has two or more Idagptima.
A function of variables is separable if it can avritten as a sum of functions of just one variaflbe
problem is more difficult if the function is multidal. The search process must be able to avoitktiiens
around local minima in order to approximate, asaspossible, to the global optimum. The most cempl
case appears when the local optima are randontghbdited in the search space. The dimensionalitthef
search space is another important factor in theptexity of the problem. Four classical benchmark
functions are implemented using Artificial Bee GofoAlgorithm.

The first function is Rastrigin [3] function whosalue is 0 at its global minimum (0,0,...,0).
Initialization range for the function is [-15, 15his function is based on Sphere function with dldelition
of cosine modulation to produce many local minififaus, the function is multimodal.

f1(X) =32, (x? — 10 cos(2mx;) + 10)
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The second function is Rosenbrock function whodeevis 0 at its global minimum (1, 1... 1).
Initialization range for the function is [-15, 15].

fo(¥) =271 100(x7 = x;41)* + (1 —x;)?

The third function is Sphere function whose valseGi at its global minimum (0, O... 0).
Initialization range for the function is [-100, 700

fa(¥) = XiLq x7

The fourth function is Schwefel function whose walis 0 at its global minimum (420.9867,
420.9867... 420.9867) . Initialization range for fhaction is [-500,500].

f4(X) = D*418.9829 ¥7_, —x; sin(/|x;])

5 SIMULATION & RESULT OF ABC ALGORITHM.

The above discussed four benchmark functions wetienized using ABC algorithm in a language C.
The screen shot is placed in the following figured results of the parameters were compared wiéliadne
results of PSO algorithm [7] in subsequent tabl@ 1&

# © Videvchabc\abc.exe | — e X, e

25. run: 4.323567e—062

Means of 38 runs: 1_.44118%e—883
Std of 38 runs: 4.329282e-082
mem_fs_localll: 8.8432923
mem_fs_local2l: B.843293

26. run: 2.274218e—002

Means of 38 runs: 7.588725e—-084
Std of 38 runs: 3.847981e—-002
mem_f=_localll: B.038488
mem_fs_local2l: 8.038488

27. run: 5.69632%e—8082

Means of 38 r»uns: 1_.898776ce—B083
Std of 38 runs: 4.803660e—-002
memn_fs_localil: 8.048837
mem_fs_local2]: B.048837

28. run: 1.008828e—B@01

Means of 38 runs: 3.362768e—083
Std of 38 runs: 6.374238e—-A02
mem_fs_localll: B.863942
mem_fs_local2]: B.863%42

29. run: 4.000503e-0682

Means of 38 r»uns: 1.333581e—883
Std of 38 runs: 3.84%885e-082
mem_fs_localll: B.A384272
mem_fs_local2l: B.83284792

30. run: 3.257773e—062

Means of 38 runs: 1.8859%1e—083

Std of 38 runs: 3 .482412e-—B802

Figure 2 Optimization of rastrigin function
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L Videvciabochabo.exe

5. »run:
eans
td of 38 runs:
em_fs_ localll:
em_f=s_local21:
6. Tun:
eans
td of 38 runs:
em_f=s_localll:
em_fs__localZl:
V. run:
eans of 3@

td of 38 runs:

em_f=_localll:

em_fs_localZl:=
8. run:
eans of 38
td of 38 runs:
em_fs__localll:
em_fs local2l1:=
F. run:
eans
td of 38 runs:

T =
eans

td of 38 runs:

L Videwvchabchabo.iexe

L. ¥
eans
td of 3@ runs:

em_fs_localll:

2. 82382%e—001

eans
td of 38 »runs:
em_fs_localldl:
em_fs_localZl:
7. run:
eans of 38
td of 38 runs:
em_fs_localll:
em_fs_localZl:
B. »run:
eans

td of 38 »uns:

em_fs_localll:

em_fs_localZ2l:

9. ¥
eans
td of 3@ »runs:

em_fs_localll:

7.84297%7e—001

eans

td of 38 »runs:

3 .48348Ve—BE4
of 3@ runs

7.851264e—B01

of 38 runs:

3.9974318e B84

rUNE S

1.31947V6e—062

runs =

2_3818076e—B04

of 28 runs:

2._.9836%4e—B01

of 38 runs:

1.694186e—801

of I8 runs:

of 38 runs:

1.586%36e—8681

rUns

4.38006%e—B801

of 38 »runs:

2. 636156e—801

of I8 runs:

of 38 runs:

||:||IE|—I£§—

= 1.161162e—885
3.8168414e—083
B.883819
B._a86381a

2 _617888e—A85
5.6806877e—0A3
#8856 0686

8 .868656 06

1.33143%e—085
3.9280267e—0A32
8._a6322a
B.863220a

4_3928252e—0604
2._224231 08082
B.822242
8822242

Z.23671 %7086
2._.91645%e—083
B._.882?16
B8._86z2%16

2 _67E?V7e—BA86
3.164720e—0BA3

Figure 3O0ptimization of rosenbrock function

5.64781%e—0A3
2 _@34224@e—0A82
a_ae\a4az22
a.a*8422

6.777664e—083
1.888712e—881
a.18a8872
a8.188872

= 5.82311%e—883
8.131455e—882
B.6881315
B.681315

1.46808023e—082
1.512826e—@@1
B.151263
B.151263

8_7VEVi86e—0A3
1._@G83238e—A8A1
aB.1898324
a.188324

2.614326e—082
2.164842e—8081

Figure 4 Optimization of sphere function
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B ° Videvcabciabcoc.exe | = | e 5 e

25. run: 1.191744e—-803

Means of 38 runs: 3.773146e—-B805
Std of 38 runs: 7.6851215e—80683
mem_f=s_locali1il: @.807851
mem_fs_local2]l: O.807851

26 . run: 1.194825e—80A3

Means of 38 runs: 3.78274%e—-B805
Std of 38 runs: 6.217185e—883
mem_f=s_Jlocalil: 6.68069%17
mem_fs_local2]l: O8.6806917

27. run: 1.196844e—-803

Means of 38 runs: F.978681Z2e—885
Std of 28 runs: 6.786243e—8063
mem_fs_localll: B.086786
mem_f=z_local2]l: O.6006786

28 . »run: 1.191744e—-803

Means of 38 runs: 3.973146e—885
Std of 28 runs: 6.647747e—8063
mem_f=s_localll: 8.086648

mem_f=s_local2]l: O.006648

22 . run: 1_.198352e—H@83

Means of 368 runs: F.967842e—885
Std of 28 runs: 6.523793e—80063
mem_fs_localll: B.806524
mem_f=s_local2]l: @.80806524

38. »un: 1_189877=—883

Means of 30 runs: F.96358%e—885
Std of 38 runs: 6.40688%7e—HA03

Figure 5 Optimization o§chwefelfunction

Table 1 Parameters of ABC Algorithm
Control Parameters of ABC Algorithm

Parameter Number  Constraint
Colony Size(CS) 9 No
Number of onlooker Bees 50% of CS No
Number of employed Bee: 50% of CS No
Number of scout Bees 1 No
Number of Iteration 2000 No
Number of Runs 30 No

Table 2 Results obtained by ABC Algorithms & compgmwith standered PSO algorithm.

PSO ABC
Benchmark Function Mean Standard Mean Standard Deviation
Deviation
Rastrigin 2.6559 1.3896 1.085691E-003 3.402412E-002
Rosenbrock 4.3713 2.3811 9.678979E-006 3.164720E-003
Sphere 1.10E-05 1.79E-05 2.614326E-001 2.164842E-00
Schwefel 161.87 144.16 3.963589E-005 6.406887-003

6. CONCLUSION.

The main objective of this paper is to describep sby step procedure with example for
implementing ABC algorithm and after that applyoitsome of the standerd functions. The ABC algarith
successfully implemented and checked its performavith similar natur inspired algorithm i.e. PSO.

Implementation of Artificial Bee Colony Algorithiithal Nayak)
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The benchmark functions which were taken are hadiffgrent characteristics like multimodality,
local minimias and difficult to converge. The paedar of ABC algorithm were set as shown in tabknd
result of standerd mean and deviation were compaitdPSO algorithm for the same number of run and
iteration. The result in the table 2 shows that A&@orithm outperforms the PSO algorithm for theab
four functions. Hence, we can conclude that ABC lcaproposed as optimization algorithm of the fiamct
with similar characteristic. We cannot say that ABGhe better than PSO algorithm because, we tested
ABC and PSO only for limited benchmark functions, different functions results may vary.
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