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1

INTRODUCTION
In the last decades work on information technoledgiased on the computer networks played an

important role in various spheres of human activgveral problems trusted on them, such as kegping
transmission and automation of information progessihe security level of processed information eary
from private and commercial to military and statcret. Herewith the violation of the information
confidentiality, integrity and accessibility may use& the damage to its owner and have significant
undesirable consequences. Thus the problem ofniafiion security is concerned. Many organizationd an
companies develop security facilities that requgignificant contributions. On the other hand, the
impossibility of creating completely protected gystis a well-known fact — it will always contain stakes
and «holes» in its realization. To protect compsigstems such accustomed mechanisms as identficati
and authentication, mechanisms of the delimitatiord restriction of the access to information and
cryptographic methods are applied.

However they possess following drawbacks:
Exposure from internal users with malicious purgpse
Difficulties in access differentiation caused byommation resources globalization, which washesyawa
differences between "own" and "foreign” subjectshef system;
Reduced productivity and difficulty in communicati@lue to mechanisms for access control to the
resources, for instance, in e-commerce;
Password definition by making association of simpders is simplified.

Thus, logging and audit systems are used along thiése mechanisms; one amongst them is

Intrusion Detection System (IDS).

This paper is described in various sections: Sedtigives on overview of IDS (intrusion Detection

System), Section Ill explains role of ANN in setwriProposal of SERSecure Evaluation Protocoand
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Simulation of SEP with Back-Propagation Algorithfimally some conclusions are drawn from the propose
system.

2. INTRUSION DETECTION SYSTEM

IDS are usually divided to systems detecting alydatbwn attacksrfiisuse detection systenand
anomaly detection systemmsgistering the life cycle deviations of the congpusystem from its normal
(typical) activity. Intrusion Detection System (ID& an emerging new technology, being informethis
best weapon in the security analyst's arsenal. 6&nce of prevention is worth a pound of detectiofri.
Intrusion Detection System detects attacks as ssopossible and takes appropriate action. Secigrity
compulsory need for data operation today. Inforaratr commerce exchanges need security and rélabil
Examples are like: Banking sector transactions w/iiee need for financial security is mandatory t&stion
of Personal Resources etc. Password based sesysigm should possess facilities like:

- Provision to assign complex password without asyrition.
- Password must be encrypted up to proper level befimring or transmitting.
- Password reset procedure must be simplified.
- Facility to record and monitor failed login attermpt
Main drawbacks of the described IDS are:
- High probability ambiguous warnings;
- Prominent methods of determining new, unknown weade intrusions;
- Unstable reaction to distributed attacks;
- Need of human expertise during all the working time

To eliminate such defects new approaches were oleee! They allow building completely or
highly automated IDS [1]. These approaches are Isnalinected on “intellectualization” of IDS. Among
them two basic approaches are:

1. Use of neural networks [2-3], with the help nbaymization method using anonypro protocol [10].
2. Systems based on agent approach.

It is known, that approximately 70% of attacks miated from the inside of network. It might be
as password stealing, so using vulnerabilities rdbrimation security and the software. Thus, modern
approaches actively implement the user behavioreinddeveloping IDS it is also necessary to take int
account distributed nature of attacks on computtwark. All these factors show agents approacheo b
more preferred for creating the security systems.

3. ROLE OF ANN

The soft computing techniques have the ability eélohg with uncertain and partially true data
makes them attractive to be applied in intrusioecteon. Some studies have used soft computingiieabs
other than ANNSs in intrusion detection. For examplenetic algorithms have been used along withsdsti
trees to automatically generate rules for clagsifynetwork connections. ANNs are the most commonly
used soft computing technique in IDSs.

An ANN is an information processing system thatirispired by the way biological nervous
systems, such as the brain, process informations ikomposed of a large number of interconnected
processing elements (neurons) working with eackrdit solve specific problems. Each processing etem
(neuron) is basically a summing element followedahyactivation function. The output of each neuarfter
applying the weight parameter associated with trenection) is fed as the input to all of the nesramnthe
next layer. The process of learning is essentalyptimization process in which the parameteth®best
set of connection coefficients (weighs) for solviagproblem are found and includes the followingibas
steps:

- Present the neural network with a number of inputs
(Vectors each representing a pattern)

- Check how closely the actual output generated for a
A specific input matches the desired output anchgba the neural network parameters (weights) to
better approximate the outputs.

Some designers of IDS exploit the ANN as a patreeognition technique. This technique of
pattern recognition can be implemented by usingedfforward neural network that needs to be trained
accordingly.

Figure 1 Depicts feed-forward Neural NetworRNNs are usually initialized with random
connection weights then adjust the weights a sugmaiviearning algorithm called back-propagatione Th
algorithm works by presenting the network with & afepre-classified training data. For each pietdaia,
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the inputs are fed forward through the network gighee current conneion weights. The bar-propagation
algorithm then examines the output values and coespliem to the expected output for this pieceabé.
The error in the output value is sent backwardeubh the network, adjusting each connection wei
small amouh This small amount is the expected value subdthfiom the actual value multiplied by a sn
learning rate constant. Typically each item in ttening set is sent through the network severak$ tc
improve theaccuracy. After enough iteration, weights will stabilize on a set of valt [6].

input data

P, Protocol Initiator

n input layer

My hidden layer

output values

Figure 1. Feederward Neural Networ

Figure 2Initial architecture oSecure Evaluation
Protoco

3.1. Multi-Party Security & ANN

This paper introducesecure Evaluation Protocdio ensure security by applying annonamiza
techniques to the inputs and securing tt Annonamization is a technique to hide the inputerseure the
integrity of the outputhe secure evaluation protocol proposed in [4] usedlom numbers for priva of
individual data inputs. In this scheme any two ipaiPi-1 andPi+1 can collude to know the secret date
party Pi by performing only one computatic Emphasis is laid in such a manner that trobability of data
leakage is significantly reduced lbreaking the data block of individual party in nuentof segments. Tt
probability of data leakage decreases as the nuoflssrgments in a data block is increa Thus, finally we
will be able to come to a conclusion that morenhenber of hidden laye, lesser will be the data leak:.
As per our survey no semuevaluatiorprotocol is available in the literature with zermipability of date
leakage when two neighbors collude. In this paper pwoposed zero prability protocol for secur
evaluation computation nameck-Secure Evaluation Protocaol which neighbors are changed in each ra
of computation [7-9].

3.1.1 Proposed Architecture and Protocol Description

The initial architecture of the protocol is shownFigure 2 where parties are arraid in a ring.
Each party breaks the data block ik segments which is equal tel. For example in fig 2 four parti
break their data block into three segments. Ihjtitde parties are arranged sequentiallP1, P2... Pn.In the
next round of the computatidPe exchanges its position withs and in subsequent rounP2 exchanges its
position withPaand so on untiPnis reached [10].

Artificial Neural Network encapsulat inputsas the communicating parties, so by usire nearest
neighbor approach each time a set of training misubmitted to the ANFIS(Adaptive NerFuzzy
Inference System) editor the neighbors’ are excedrthereby giving false impression of their presetw
the malicious attackers.

It has been seethrough various research work already done irfithd of Neural network’s the
once the programmer is able to hide the input$ thaltask is don

3.1.2 Back-Propagation Algorithm and Secure Evaluation Protocol

The motivation forSecure EvaluatiolProtocol is that we change the neighbors in each roun
segment computation. Thus it is guaranteed thawnosemi honest parties can learn all the data eatgof
a victim party. In this protocol also each partgdks the dat
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We proposé”1to be tle protocol initiator. The position of the protodaitiator is kept fixed in eac
round of computation. For the first round of thenpmtation parties are arranged in a serial fash&P1,
P2... Pn. The protocaol initiator stas computation using k-secure evaluatotoco to get the computation
of first segment of each party. Before second roofncbmputation startP2 exchanges its position wiP3.
In next round of the computati(P2 exchanges its position wifPd and so on untiP2 exchanges its position
with Pn. Generalizing the method we can say théth round of the computatioR2 exchanges its position
with Pi+1 until Pn is reached. In each round of computation segmeatadded using-secure sum protocol
[11] and the partissum is passed to the next party until all thensexgts are added and the sum is annou
by the protocol initiator partyl1].A suitable Activation Function normally Sigmoidfunction is always
used along with th8iasto maintain the variation in trweights of the inputs and the summation of inp
which will be submitted to the further layers famgputation

Accuracy of theSecure Evaluation Protoc depends upon the fact that more the number of hi
layers will be present to transit the datecurity will have its means and the Intruders wilvie a minimun
or negligible chance for hacking the data belongrtduthorized part

Snapshots for a foyrarty case are shown Figure 3.
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Figure 3.Snapshots for a ur-party case

The algorithm:Secure Evaluatic

1. DefineP1,P2, ...,Pnas inputs to the Neural Network behavinch communicatingparties where >= 4.

2. Assume these parties have secret inxi, ... Xn;

Basically when we have two or more than two hiddsgmers Secure Evaluation Protocol is encapsul
in more appropriate manner as compared to a sihiglden layer, since the concept changing
neighborsis portrayed better and yields more accurate resuwbomputation

3. Each node input (partf) breaks its datxi into k= n-1 segmentsl1, dz,..., dsuch tha dj =W;xi for j
=1 tok.

4. Arrange input parties in a ring P1,P2... Pn and selecP1 as the protocol initiator. (Simulation of Ba
Propagation Algorithm with Intrusion Detection Syst emphasizes that the while selecting any pa
input(s), small and random values must be takea @unsideration, so that the Network ¢ not
saturates with high Input values, also as far a&srtfaintenance omomentum and Intensity(factc
adjusting the BaclRropagation Algorithir of a Network based system is concerned, one mustya
initiate the system with smaller values so that Bias i.e., the weight adjustment unit is able
manipulate and adjust the variations in the weiglfithe input units ranging fron-1 to +1]). Figure 4
represents such random and small values to exgih(Secure Evaluation Protocol)

5. Assumec =k andS;j = 0. /* Sj is partial evaluation and rc is round counter*/
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6. Whilerc!=0
Begin
for j =1to k
begin
for i =1to n
begin
starting from P1 each party computes cumulative
sumS j of the next layer; and the received sum
from their neighboring layers and sends to the
next input party in the ring encapsulating la yers
of the feed-forward ANN.
End;
P2 exchanges its position with P(j +2) mod n
End;
rc =rc -1
End,;

At each intermediate layer Bias value supportgdhe sigmoid activation function are used to gateer
accurate results [13]
7. PartyP1announces the result Sg.
8. End of the Algorithm.

4. CONCLUSION

Secure Evaluation Computation is an important etenw providing secured solutions using
Artificial Neural Networks. SEP Protocols are negfier secure evaluation computation with greateusgy
to individual data. Th&ecure Evaluation Protoc@hanges neighbors in each round of computatiohen t
feed-forward neural network. Our proposed protogalvides zero probability of data leakage by two
colliding parties when they want to attack dataahiddle party defined as submitting a set of inpatterns
to be trained in the Back-Propagation AlgorithmisTie an appreciable improvement over previousquals
available in the literature. Thus by submitting #raad random values as a set of input pair faning we
observe that with two hidden layers we are ablertwide more secured service rather than with piEsef
a single hidden layer as more number of hiddenrtageables the changing between neighbors efflgient
Efforts can be made to reduce the computation e@ddmmunication complexity preserving the propefty
zero hacking.
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