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 QSAR (quantitative structure-activity relationship) modeling is one of the 

well developed areas in drug development through computational chemistry. 

Similar molecules with just a slight variation in their structure can have quit 

different biological activity. This kind of relationship between molecular 

structure and change in biological activity is center of focus for QSAR 

Modeling. Predictions of property and/or activity of interest have the 

potential to save time, money and minimize the use of expensive 

experimental designs, such as, for example, animal testing. Intelligent 

machine learning techniques are important tools for QSAR analysis, as a 

result, they are integrated into the drug production process. The effective 

learnable model can reduce the cost of drug design significantly. The 

quantile estimation via neural network structure technique introduced in this 

paper is used to predict activity of pyrimidines based on the structure–

activity relationship of these compounds which assist for finding potential 

treatment agents for serious disease. In comparison with statistical quantile 

regression, the qrnn significantly reduce the prediction error. 
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1. INTRODUCTION  

In recent years, with products of human genome project helping to reveal many new disease targets to 

which drug treatments might be aimed, all the major pharmaceutical companies have invested heavily in the 

routine ultra-High Throughput Screening (uHTS) of vast numbers of „drug-like‟ molecules guided by 

chemoinformatics investigations [ Lipinski, 2004, Leeson el at., 2004]. The development of a new drug is still 

a challenging, time-consuming and cost-intensive process and due to the enormous expense of failures of 

candidate drugs late in their development, uHTS in vitro assays now cover liabilities such as possible side 

effects [Li, 2005] as well as therapeutic properties, computational methods can be used to assist and speed up 

the drug design process. It is obvious that the drug discovery and development process would greatly benefit 

from faster and cheaper procedures to identify chemical compounds with desired biological properties and to 

optimize their structure in order to obtain effective drugs. Several major bottlenecks in drug discovery may be 

addressed with computer-assisted drug design methods, such as quantitative structure–activity relationships 

(QSAR) models [Hansch, 1969], where the molecular activities are critical for drug design, they can be 

predicted by QSAR models. 

Molecular activity is determined by its structure, so structure parameters are extracted by different 

methods to build QSAR models. Nowadays, machine learning algorithms have been used in the modeling of 

QSAR problems [Duch et al., 2007, Chin and Chun, 2012; Gertrudesa et al., 2012]. They extract information 

from experimental data by computational and statistical methods and generate a set of rules, functions or 

procedures that allow them to predict the properties of novel objects that are not included in the learning set.          
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Formally, a learning algorithm is tasked with selecting a hypothesis that best supports the data. Considering 

the hypothesis to be a function   mapping from the data space   to the response space  ; i.e.,      . The 

learner selects the best hypothesis    from a space of all possible hypotheses   by minimize errors when 

predicting value for new data, or if our model includes a cost function over errors, to minimize the total cost of 

errors.  

 

 
 

Figure 1. General Steps of Developing QSAR Models. 

 

 

As shown in Figure 1, the QSAR modeling is heavily dependent on the selection of molecular 

descriptors; if the association of the descriptors selected to biological property is strong the QSAR model can 

identify valid relations between molecular features and biological property/activity. Thus, uninformative or 

redundant molecular descriptors should be removed using some feature selection methods during (Filters) or 

before (wrappers) the learning process. Subsequently, for tuning and validation of the predictively of learned 

QSAR model, one of the validation strategy can be applied likes cross-validation, leave-one-out or the full data 

set is divided into a training set and a testing set prior to learning (See [El-Telbany, 2014] for a survey). 

Actually, the machine learning field [Bishop, 2006; Marsland, 2009; Burke and Kendall; 2014, Mohri, 2012] 

have versatile methods or algorithms such as decision trees, lazy learning, k-nearest neighbors, Bayesian 

methods, Gaussian processes, artificial neural networks, artificial immune systems, particle-swarm 

optimization, artificial bee optimization, cuckoo search, support vector machines, and kernel algorithms for a 

variety of tasks in drug design. These methods are alternatives to obtain satisfying models by training on a data 

set. 

However, the prediction from most regression models-be it multiple regression, neural networks, 

support vector machine (SVM), decision trees, etc. - is a point estimate of the conditional mean of a response 

(i.e., quantity being predicted), given a set of predictors. Recent advances in computing allow the 

development of regression models for predicting a given quantile of the conditional distribution, both 

parametrically and nonparametrically. The general approach is called Quantile Regression, but the 

methodology (of conditional quantile estimation) applies to any statistical model, be it multiple regression, 

SVM vector machines, or random forests. quantile regression neural networks (QRNN) [Taylor, 2000] 

estimates conditional values of an individual quantile using a multilayer perceptron neural network. In this 

paper, quantile regression neural networks techniques are used to study the relationships between different 

known target activities with respect to the attributes of a finite number of compounds. The A neural network 

is used to estimate the potentially non-linear quantile models which is more resistance to the outliers. The rest 

of the paper is organized as follows. Section 2 briefly introduces the QSAR models and quantile regression. 

Section 3 is introduces the quantile neural networks. Section 4 describes the data set and preprocessing steps. 

Section 5 describes an evaluation of QSAR modeling and prediction results. Section 6 describes an 

experimental results. Finally Section 7 presents the findings and conclusions. 

 

 

2. QSAR MODELS AND QUANTILE REGRESSION 

QSAR models are in essence a mathematical function that relates features and descriptors generated 

from small molecule structures to some experimental determined activity or property [Livingstone, 1995]. The 

structure-activity study can indicate which features of a given molecule correlate with its activity, thus making 

it possible to synthesize new and more potent compounds with enhanced biological activities. QSAR analysis 
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is based on the assumption that the behavior of compounds is correlated to the characteristics of their structure. 

In general, a QSAR model is represented as follows:  

 

            ∑    

 

   

 

 

(1) 

 

 

 

Where the parameters    are a set of measured (or computed) properties of the compounds and 

  through    are the calculated coefficients of the QSAR model. 

Quantile regression was introduced by Koenker and Bassett [1978] as a complement to least squares 

estimation (LSE) or maximum likelihood estimation (MLE) and leads to far-reaching extensions of “classical” 

regression analysis by estimating families of conditional quantile surfaces, which describe the relation 

between a one-dimensional response   and a high dimensional predictor  . Quantile regression offers a 

number of advantages over least-squares methods. While ordinary least squares regression typically assumes 

that the error terms are IID, normally distributed, and homoscedastic, quantile regression does not require 

these restrictive assumptions. Furthermore, since quantile regression estimates quantiles of the conditional 

distribution rather than the mean, it is more resistant to outliers than least-squares methods [Koenker, 2005]. In 

contrast to the least-squares loss function          , quantile regression makes use of the asymmetric loss 

function as shown in Figure 2. 

 

                                  
              

 
                                                         (1) 

Where   corresponds to the quantile to be estimated [Koenker, 2005]. Note that if        , i.e., the 

median is being estimated, then this loss function becomes simply. 

 

            
 

                                                                                (2) 

and the sum of the absolute values of the residuals is minimized to perform regression. To fit a 

model           , we estimate   using. 

 

 ̂               ∑           

 

 

 

                                                       (3) 

Where   is the number of parameters in our model, so that   and    are vectors of length  . This 

computation cannot be carried out analytically, in contrast to the computation of least squares regression. 

Instead, this can be reformulated as a problem in linear programming [Koenker, 2005]. 

 

 

 
 

Figure 2. The quantile regression loss function. 

 

 

3. QUANTILE NEURAL NETWORKS 

Artificial neural networks is one of machine learning techniques which have been developed as 

generalizations of mathematical models of biological nervous systems. The learning capability of an artificial 

neuron is achieved by adjusting the weights in accordance to the chosen learning algorithm. The learning 

situations in neural networks may be classified into three distinct sorts. These are supervised learning, 

unsupervised learning and reinforcement learning [12]. The most widely-used neural network for prediction is 
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the single hidden layer feed-forward network. It consists of a set of   inputs, which are connected to each of 

  units in a single hidden layer, which, in turn, are connected to an output (see Figure 3).  

 

 

 
 

Figure 3. Structure of the neural network. 

 

 

The resultant model can be written as  

 

 

Where      and      are activation functions, which are frequently chosen as sigmoidal and linear 

respectively, and     and    are the weights (parameters) to be estimated [Taylor 2000].The parameters of the 

network (i.e. weights) are estimated by optimizing an objective function (e.g., via minimizing least square 

error). Instead of fitting a linear quantile function using the expression in (5), a quantile regression neural 

network model,          , of the     quantile can be estimated using the following minimization. 
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(5) 

Where    and    are regularization parameters which penalise the complexity of the network and 

thus avoid overfitting [Bishop, 1996; 2006]. The optimal values of where    and    and the number,  , of 

units in the hidden layer can be established by cross-validation [Bishop, 1996; 2006]. 

 

 

4. DATA SET AND PREPROCESSING 

The datasets used in this study are obtained from the UCI Data Repository [Newman et al., 1998]. 

Pyrimidines dataset contains 74 drugs, and each drug has three possible substitution positions. Each substituent 

is characterized by 9 chemical properties features: polarity, size, flexibility, hydrogen-bond donor, hydrogen-

bond acceptor,   donor,   acceptor, polarizability and   effect. Drug activities are identified by the 

substituents. The Pyrimidines dataset is randomly shuffled and split into 2 parts in the proportion of 2:1. One 

part is used as the training set, which contains pairs of 52 compounds. The other part is chosen as the unseen 

testing set, which contains pairs of the left 22 compounds and those between the 22 compounds and the 

training 52 compounds. Due to the “curse of dimensionality” problem, searching for informative compounds 

set as a preprocessing step prior to the application of qrnn algorithm is important for many reasons. One 

reason is, that the prediction accuracy of the qrnn decreases when irrelevant or radiant features are added.   

Another problem particularly affecting the computation time is the lacking scalability of the qrnn algorithm. 

Several approaches to the variable selection problem using information theoretic criteria have been proposed. 

Many rely on empirical estimates of the mutual information between each variable and the target: 

           (∑  
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(6) 

We are selected the first 6 informative compounds.  

 

 

5. QSAR MODELS VALIDATION 

The validation of a qsar relationship is probably the most important step of all. The validation 

estimates the reliability and accuracy of predictions before the model is put into practice. Poor predictions 

misguide the direction of drug development and turn downstream efforts meaningless. To verify model quality 

in regression tasks, predictions are made on the testing set in order to check the agreement between the 

theoretical values and experimental values by calculating root-mean square error of prediction (RMSE). 

 

     √
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(7) 

Where,   ̂, values of the predicted values, and   , values of the actual values. However, it is 

necessary to get a large number of testing compounds in order to draw statistically convincing conclusion. 

 

 

6. EXPERMENTIAL RESULTS 

 

 

  
 

Figure 4. QQ norm probability of drug activity. 

 

Figure 5. The error curves for distinct quantile using 

QRNN and QREG. 

 

 

In this section we present the implementation of QRNN estimates of the effects of drug compound 

on changes in drug activity. We estimate the model by statistical quantile regression and non-linear QRNN at 

quantiles 0.1
th

, 0.2
th

, 0.3
th

, 0.4
th

, 50
th

, 0.6
th
 , 0.7

th
,  0.8

th
 and 9

th
. In the solution process, we used “quantreg” 

and “qrnn” packages in R programme implemented linear programming. The QQ normal probability plots is 

shown in Figure 4, which is used to compare sample data against a theoretical normal distribution. Figure 5 

also shows that the corresponding error curves of the QRNN and QREG (for different  ). The minimum 

RMS error located at      . From the curves, it is clear that QRNN performance is more better than 

QREG. By training the QRNN model for 200 iteration with number of hidden nodes equal to 5, and 

comparing the activity of each drug sample with real data (see Fig 6.), the RMSE prediction error was 

determined be only 0.59. From these results it is concluded that the neural network quantile regression is 

superior for a complex nonlinear prediction. 
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7. CONCLUSIONS  

The quantile regression is believed to offer a more complete model than the conventional mean 

regression. Since its birth, quantile regression has been applied to interpret various problems. Quantile 

regression is popular and comprehensive, but it is rather difficult to apply it directly for forecasting. Hence, 

this study aims to advance quantile regression for forecasting the drug activities using non-linear neural 

network model. The results is encourage but there is needs to explore different data sets with large number of 

samples and explore different feature selection methods. 

 

 

 
 

Figure 6. The RMSE of the two method at different quantile. 
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