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 Diabetic Retinopathy (DR) refers to the presence of typical retinal micro 

vascular lesions in persons with diabetics. When the disease is at the early 

state, a prompt diagnosis may help in preventing irreversible damages to the 

diabetic eye. If the exudates are closer to macula, then the situation is critical. 

Early detection can potentially reduce the risk of blind.  This paper proposes 

tool for the early detection of Diabetic Retinopathy using edge detection, 

algorithm kmeans in segmentation phase, invariant moments (Hu and Affine) 

and descriptor GIST in extraction phase. In the recognition phase, neural 

network is adopted. All tests are applied on database DIARETDB1.   
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1. INTRODUCTION  

Retinal image analysis is an essential step in the diagnosis of various eye diseases. Diabetic 

retinopathy is a complication of diabetes that is caused by changes in the blood vessels of the retina. The 

symptoms can blur or distort the patient’s vision and are a main cause of blindness. Exudates are one of the 

primary signs of diabetic retinopathy.  Medical Image Segmentation is the process of automatic or semi-

automatic detection of boundaries within a 2D or 3D image. Image Segmentation is a process for dividing a 

given image into meaningful regions with homogeneous properties. A major difficulty of medical image 

segmentation is the high variability in medical images. The techniques presented in this paper can be 

classified into three categories:  assessment and improvement of the image quality,  segmentation of exudates 

and recognition [2,3,5]. 

 

 

2. PRE PROCESSING 

After the acquisition of the image, recognition system begins with the pre-processing method 

comprising the following functions:  

 

2.1. Choosing a Color Space   

The color of our database images are acquired in the RGB space [4]. We can perform the treatment 

in this space. This approach has the advantage of ensuring data integrity, but it has a number of disadvantages 

among which the same color can be made quite differently by two screens. We can then look for a more 

appropriate space. The treatment is performed in the new space (after a transformation T), and the application 

of the inverse transformation (T-1, if it exists) is used, if necessary, for return to the RGB space (Figure 1).  
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Figure 1. Treatment after projection in a suitable work space 

 

 

2.2.  RGB to HSI Space   

HSI Color Model Hue, Saturation and Intensity are three important descriptors used by human being 

in describing colors.  For example when we describe the color of retina or other object we never say that how 

red, green or blue the retina will be. Instead we describe the face in term of the brightness, the color, and also 

how dark or light the color will be. This is exactly what HSI color space do where H stands for hue will 

define the color, S stands for saturation will define how strong that particular color will be and I the 

intensities which specified the brightness.  To separate the color components with intensity and brightness, 

the component retinal input images in the RGB color space are converted to the HSI color space (Figure 2). 

 

 

 
 

Figure 2. RGB to HSI space 

 

 

2.3. Median Filtering  

Median filtering is a nonlinear process useful in reducing impulsive or salt-and-pepper noise [1]. It 

is also useful in preserving edges in an image while reducing random noise. The median is calculated by first 

sorting all the pixel values from the surrounding neighborhood into numerical order and then replacing the 

pixel being considered with the middle pixel value. To evenly distribute the intensity of our database of 

images, the component I of the HSI color space is extracted and filtered through a 3x3 median filter  

(Figure 3).  

 

 

 
 

Figure 3. (A) Original image (B) Result of median filtering 
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2.4. Contrast-Limited Adaptive Histogram Equalization (CLAHE)  

We used the Contrast-Limited Adaptive Histogram Equalization (CLAHE) [1] because it can 

increase the contrast between contours. The Contrast-Limited Adaptive Histogram Equalization is applied to 

component I of our filtered picture (Figure 4). 

 

 

 

 

 

 

Figure 4. Contrast-Limited Adaptive Histogram 

Equalization   

Figure 5.  Final Image After Pre-Processing 

 

 

3. SEGMENTATION   

By definition, in image processing, segmentation is conventionally defined as the step of 

partitioning an image into homogeneous regions or zones. A region is then defined as a set of pixels that 

share a common characteristic such as intensity, color, texture. 

 

3.1.   Contour Segmentation   

An Edge in an image is a significant local change in the image intensity, usually associated with a 

discontinuity in either the image intensity or the first derivative of the image intensity. The different edge 

detection methods used are Sobel, Prewitt, Roberts, Canny, LoG, EM  algorithm, OSTU algorithm [8] and 

Genetic Algorithm. The prewitt operator is an approximate way to estimate the  magnitude and orientation of 

the edge. The convolution mask of prewitt operator is shown in figure 6.   

 

 

 
 

Figure 6. Mask of Prewitt Operator 

 

 

Applying this filter to the pretreated in the preprocessing picture we get the result shown in Figure 7. 
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Figure 7. (A) Grayscale image (B) Result Prewitt filter 

 

 

Laplacian filters are derivative filters used to find areas of rapid change (edges) in images. Since 

derivative filters are very sensitive to noise, it is common to smooth the image (e.g., using a Gaussian filter) 

before applying the Laplacian. This two-step process is called the Laplacian of Gaussian (LoG) operation. 

 

       

                    (1) 

 

  

The input image is represented as a set of discrete pixels; we need to find a discrete convolution 

kernel that can approximate the second derivatives in the definition of the Laplacian. Three kernels 

commonly used are shown in the Figure 8: 

 

 

 
 

Figure 8.  Discrete Convolution Kernel Approximate the Laplacian 

 

 

 
 

Figure 9. Laplacian of Gaussian Method  

 

 

3.2.  Region Based Segmentation  

Region growing is a simple region segmentation method. It is also classified as a pixel based image 

segmentation method since it involves the selection of initial seed points. This approach to segmentation 

examines neighboring pixels of initial “seed points” and determines whether the pixel neighbors should be 

added to the region. The process is iterated on, in the same manner as general data clustering algorithms. 

In this section, we present the segmentation based on the color characteristics of the image. The 

work is divided into two stages: First, we will improve the color of the image by extracting the components a 
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* b * of space L * a * b * [2]. Second the image will be grouping into a set of five groups using the k means 

algorithm. The whole process can be summarized in the following steps: 

 

3.3.  Converting the Image of the RGB Color Space to the CIE L * a * b 

The CIE L * a * b * helps us to classify the color difference because the differences between these 

colors are closer to human perception. 

  

 

 
 

Figure 10. Converting the image of the RGB color space to the CIE L * a * b 

 

 

3.4. Color Segmentation Using K-means Algorithm 

The K-means algorithm [6] processes each object as having a location in space. The algorithm 

requires that we specifying the number of regions to be partitioned and a distance metric for quantifying the 

similarity between two pixels. In this phase we used the K-means algorithm to group pixels into five groups 

by using the Euclidean distance as the metric. Based on the result of this algorithm, we will label each pixel 

of the image with her cluster index. 

 

3.5.  Creating Images From Segments 

In this step we will create images from segments we obtained the previous stage. The result the 

following Figure (Figure11). 

 

 

 
 

Figure 11. Results of the K-means algorithm 

 

 

3.6. Selection and Binarization of Candidate Image  

In this section, we will select and binarized the image candidate knowing that the optical disc and 

exudates are homogeneous in them color property and are characterized by a strong and brightness contrast 

comparable to other image. The result is indicated in the following Figure 12. 
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Figure 12. Final Segmentation Result of Optical Disc and Exudat 

 

 

4. RECOGNITION OF EXUDAT 

Exudates is first described by a set of invariant moments (Hu and Affine) and descriptor GIST then 

used in the stages of learning and recognition.The representation of images is an important step in the 

recognition phase. It must be invariant to geometric transformations (rotation, translation and scale factor) 

and robust to various disturbances (noise, dimming, etc). The representation we have adopted in this project 

is based on affine moment, Hu moment and GIST applied to binary images.  

 

4.1.  Moment Invariants [7] 

The moments can be used to describe a form globally. Cartesian 2d moment invariant of order p, q 

for function f (x, y) is represented by:  

 

     (2) 

 

for a discrete image:  

 

                                                                 (3) 

 

It is thus possible to calculate the moment order 0 represents the mass or area of a function: 

       

                                                                              (4)   

  

The two moments of order 1 are related to the corresponding coordinates of the center of the        

function: 

 

                                                                         (5) 

 

                   (6) 

 

From the two moments of order 1, we can find the center of mass of the form  

 

                                                                           (7) 

 

The central moments can be expressed by: 

 

                 (8) 
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For a digital image, the equation becomes: 

 

                           (9) 

 

4.2.  Affine Moment  
The affine transform is general linear transformation of space coordinates of the image: 

 

               (10) 

 

                                                                        (11) 

     

The affine moment invariants are features for pattern recognition computed from moments of 

objects on images that do not change their value in affine transformation. In this work we will use the seven 

affine moments: 

 

 

 
 

 
 

 
 

 

 

        

 

4.3.  Hu Moment  

Based on normalized central moments, Hu introduced seven moment invariants: 

 

 
 

 (12) 

 (13) 
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The seven moment invariants are useful properties of being unchanged under image scaling, 

translation and rotation. 

 

4.4. GIST Descriptors 

In computer vision, GIST descriptors are a representation of an image in low dimension that 

contains enough information to identify the scene. Actually, any global descriptor must approach the GIST to 

be useful.  GIST descriptor was proposed by Oliva and more precisely by Torralba [9]. They tried to capture 

the GIST descriptor of the image by analyzing the spatial frequencies and orientations. 

 

4.5.  Neural network construction  

Figure 13 illustrate an example of neural network [10] used for the affine moment, namely a 

multilayer network that contains a hidden layer. In the following Table we summarise the decriptors with the 

number of neurons in input layer ,hidden layer and output layer. 

 

 

 
 

Figure 13. Structure of the neural network used for the affine moment. 

 

 

Table 1.  Construction of neural network for different descriptors 
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5. RESULTS AND DISCUSSIONS 

In order to interpret these results, we plotted several graphs (Figure 14, 15,16). These will allow us 

in particular to determine the best segmentation algorithm and the descriptor we will have to use. From 

graphs we constate that kmeans with Hu moment and  GIST descriptors is bether than other decriptors in 

recognition rate. 

 

 

  
 

Figure 14. Result of segmentation by contour 

 

Figure 15. Result of segmentation by kmens 

 

 

 
 

Figure 16. Comparison between methods 

 

 

6. CONCLUSION 

This study explored the issue of segmentation and recognition of exudates for diabetic retinopathy. 

We have presented two different parts two segmentation algorithms namely segmentation based on contour 

and k-means algorithm. For the extraction of characteristics of  images w used Hu Moment, Affine Moment, 

GIST and different combination of these descriptors. To evaluate the performance of each algorithm on the 

detection of exudates, each descriptor was  applied to the same set of images of an eye bottom and the results 

were compared. We confirmed in this study that kmeans segmentation algorithm appears to be more suited to 

the detection of exudates using Hu moments and GIST as a descriptoras a descriptor.  
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