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 This paper proposes a novel graph clustering model based on genetic 

algorithm using a random point bipartite graph. The model uses random 

points distributed uniformly in the data space and the measurement of 

distance from these points to the test points have been considered as 

proximity. Random points and test points create an adjacency matrix. To 

create a similarity matrix, correlation coefficients are computed from the 

given bipartite graph. The eigenvectors of the singular value decomposition 

of the weighted similarity matrix are considered and the same are passed to 

an elitist GA model for identifying the cluster centers. The model has been 

tasted with the standard datasets and the performance has been compared 

with existing standard algorithms. 
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1. INTRODUCTION 

Clustering is grouping of objects that honors only the underlying proximity among the objects. 

Clustering is an unsupervised NP-hard grouping problem. There are several methods of clustering available 

in literature. The performance analysis of standard clustering models has been proposed by Xu et al [1] where 

as clustering and its underlying algebra is covered by Everitt et al [2].  

Graph is a representation which models the objects and their relationship. The objects are generally 

represented as vertices or nodes of the graph and the relationships between two objects are represented using 

edges. Graph theory does not impose any restriction on the nature of the relationship. Any relation that exists 

in the real world can be incorporated as a relationship. The algebraic structures behind graphs are covered by 

Godsil and Royle [3].  

Clustering on graph has gained enormous popularity now a days. In case of graph clustering, the 

data objects are represented in terms of vertices and the proximities are represented in terms of edges. i.e. two 

nodes are in proximity if there exists an edge between them. In case of weighted graph, the weight matrix is 

also considered for proximity measures. This means, the existence of an edge is not sufficient, the smaller the 

edge weight, the close the objects are. Once the problem has been casted to a graph model by representing 

the data points into objects and the distance between objects using the edges, the standard graph theoretic 

methods are used for clustering data points. A connectivity based graph clustering has been proposed by 

Hartuv and Shamir [4]. An web based application is made by He et al [5]. A survey on graph based clustering 

is done by Schaeffer [6].  

The paper uses a bipartite graph based data clustering method where a bipartite graph has been 

created from the data points by taking some extra random points. The proximity of the sample points are 
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calculated based on their similarity towards the bipartite graph. A good literature is available on graph and 

the bipartite due to Bollob´as [7].  

Singular value decomposition(SVD) is a factorization of matrices (not necessarily square) where a 

matrix is divided into three matrices of which two are orthogonal square matrices and the other is a diagonal 

matrix carries the eigenvalues. SVD is mainly used for dimensionality reduction. Some work on SVD based 

dimensionality reduction is done by Prabhu, and Anbazhagan [8]. SVD based document clustering has been 

considered by Dhillon [9]. Some earlier work on singular value based graph clustering is done by Drineas et 

al[10]. Genetic Algorithm is a modern heuristic searching tool which is applicable when the search space is 

huge and the exact solution of the problem is NP-hard.  

Genetic algorithm often generates a pool of possible feasible solutions called the chromosomes and 

allows them to generate offspring solutions by mating. The offspring of good solutions are likely to be better. 

This assumption is the fundamental of genetic algorithm. The target of the genetic algorithm is to optimize an 

objective function to reach to a better solution. A novel elitist GA model is proposed by Deb et al [11]. The 

genetic algorithm based clustering technique are discussed by Maulik et al [12] but work does not consider 

graph based clustering; rather it considers fuzzy clustering on image data. Some more genetic algorithm 

based clustering is proposed by Che [13] whereas some application of clustering in genetic algorithm is due 

to Kala et al [14]. This paper proposes singular value decomposition based genetic algorithm model for 

clustering bipartite graph.  

The paper is oriented as follows. Section 2. discusses the necessary mathematics used in the model. 

Section 3. proposes the model. The experimental setup has been covered in section 4. whereas the 

performance of the proposed model has been tasted and analyzed in section 5.. Conclusions are given in 

section 6. and the references come at the end. 

 

 

2. THE MATHEMATICAL BACKGROUNDS 

 
Genetic algorithm is a search based optimization technique for NP-hard problems. Genetic 

algorithm is inspired by the biological genetics where the chromosome of the parents decides the nature of 

their offspring. It is also believed that the good features of both the parents inherit to the offspring and the 

offspring may superior than its parents. The chromosome consists of several genes. Each gene is responsible 

for some property of the offspring. Properties like hair color, shape of nose etc are due to gene.  

In genetic algorithm, the same concept has been inherited. Every individual component of the 

solution is encoded in a gene and chromosome is formed from the gene sets. Each chromosome is a candidate 

solution of the given problem. In genetic algorithm, a number of such solutions are created as initial 

population. The population is allowed for crossbreeding, called crossover. In such case, pairs of chromosome 

are chosen for mating. The result is the creation of new offspring. The offspring are then passed to a fitness 

function for their fitness or closeness towards the optimal solution. For this, an objective function is 

determined and the characteristics of the offspring are measured. Using the rule of survival of the fittest, the 

elitism model of the GA selects best n chromosome from the current pool and rest from the offspring. In this 

way the solution set evolves. During this evolution, some gene may get changed randomly to generate an 

entirely new solution. This is called mutation. After finite generations, an accepted solution is expected to 

occur [16].  
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The validity indexes have an important role in cluster analysis. It measures the quality of the results 

produced by the clustering algorithms. There are broadly two types of validity indexes, namely, internal and 

external. Almost all internal criteria considers the within cluster scatter and between cluster separation in 

someway or other. The present paper considers one of the internal cluster validity indexes, called Ball-Hall 

index [17] as the objective function for the genetic algorithm. 

The external indexes, on the other hand, assume some prior knowledge about the sample distribution 

and measures the cluster produced accordingly. A good discussion on such indexes is given by Desgraupes 

[18] and Saha et al [19]. 

 

 

3. THE PROPOSED MODEL 
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4. RESEARCH METHODOLOGY 

To test the performance of the proposed model, the an experimental setup has been chosen. Three 

things are considered for this setup. These are the problem to consider, the dataset containing such problems, 

the measurement scales on which the outputs will be measured.  

There are mainly two aspects that the clustering problems can be observed. One is on the basis of 

separability and the other is on the basis of the shape of the clusters. The problem of separability means 

whether the clusters are well separated or not. If the clusters are not well separated, the problem is touching 

problem. The shape of the clusters are of two types. Convex shaped and arbitrary shaped.  

In figure 1(a), a convex and well separated sample has been shown whereas in figure 1(b), a sample 

is shown which is well separated but cluster shapes are non convex. In figure 1(c), the sample is a touching 

clusters problem. In sample of figure 1(c), the sample is also a problem of non-convex clusters. 

 

 

 
 

Figure 1. (a) The sample dataset is a compact convex shaped well separated dataset. (b) This sample shows a 

well separated dataset but the cluster shapes are not convex (The dataset has been generated by taking a part 

from the Flame [20] dataset). (c) This dataset is known as Flame [20] dataset. This dataset es an example of 

touching clusters. The shape is also non-convex for one cluster. 
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5.  RESULTS AND DISCUSSIONS 

To test the performance of the proposed technique, four standard models namely, k-means model, 

Hierarchical model (Single Linkage), Hierarchical model (Complete Linkage), Hierarchical model (Average 

Linkage) has been considered and the performances are shown in table 1, table 2 and table 3. 

 

 

Table 1. Comparative study of the proposed model with that of other four standard models on Seeds [22] 

dataset. The performances have been measured on four external validity indexes. 
External Index Hierarchical 

(Complete 
Linkage) 

Hierarchical 

(Single 
Linkage) 

Hierarchical 

(Average 
Linkage) 

K-Means 

Model 

Proposed 

Model 

Czekanowski Dice 0.7003818 0.4879907 0.8291612 0.8067365 0.7817273 

Folks Mallows 0.7006848 0.554298 0.8291774 0.8067624 0.7817499 

Jaccard 0.5389135 0.3227432 0.7081771 0.6760757 0.6416685 
Kulczynki 0.700988 0.629615 0.8291935 0.8067883 0.7817725 

 

 

From table 1 it can be seen the value of the indexes are higher for the proposed model than the 

complete linkage hierarchical model. This implies that the performance of the proposed model on seeds 

dataset is better than the complete linkage hierarchical model in all of the external indexes. The performance 

of the proposed model is better on seed dataset than the Single linkage Hierarchical also. The performance of 

the proposed model is, however, competitive on seeds dataset with that of average linkage Hierarchical 

model and standard k-means algorithm. The third, fourth and fifth column of table 1 shows this. 

 

 

Table 2. Comparative study of the proposed model with that of other four standard models on Iris [21] 

dataset. The performances have been measured on four external validity indexes. 
External Index Hierarchical 

(Complete 

Linkage) 

Hierarchical 

(Single 

Linkage) 

Hierarchical 

(Average 

Linkage) 

K-Means 

Model 

Proposed 

Model 

Czekanowski Dice 0.7671688 0.7414543 0.8404453 0.8206565 0.923432 

Folks Mallows 0.7686371 0.7635171 0.8407289 0.820808 0.9234342 

Jaccard 0.622282 0.5891358 0.7248000 0.6958588 0.8577554 
Jaccard 0.7701083 0.7862363 0.8410127 0.8209596 0.9234363 

 

 

The performance of the proposed model, on iris dataset, is better than complete linkage hierarchical 

model, single linkage hierarchical model, average linkage hierarchical model and standard k-means model in 

all external validity indexes considered. Table 2 shows the comparative studies respectively. It is clear from 

the table 2, that the index values for the proposed model is greater than that of all other models. This means 

that the distribution produced by the proposed model is more close the actual distribution than the 

distribution produced by the other algorithms. 

 

 

Table 3. Comparative study of the proposed model with that of other four standard models on Flame [20] 

dataset. The performances have been measured on four external validity indexes. 
External Index Hierarchical 

(Complete 
Linkage) 

Hierarchical 

(Single 
Linkage) 

Hierarchical 

(Average 
Linkage) 

K-Means 

Model 

Proposed 

Model 

Czekanowski Dice 0.6135203 0.6976339 0.7306216 0.7581325 0.8320555 

Folks Mallows 0.6230364 0.7300235 0.73107 0.7586289 0.8342328 

Jaccard 0.4425022 0.5356665 0.5755743 0.6104777 0.7124102 
Jaccard 0.6327001 0.763917 0.7315187 0.7591256 0.8364157 

 

 

The performance of the proposed model on Flame [20] dataset is also better in the external indexes. 

Table 3 shows this. The flame dataset is an example of touching cluster problems as well as non-convex 

cluster problems. In such cases also, the algorithm produces better result than the benchmark algorithms. 

The accuracy of the proposed model on Seeds dataset has been shown in figure 2(a). The precision 

is competitive with the K-Means model and slightly less accurate than Hierarchical Model(Average 

Linkage). But it is more accurate than Complete Linkage and Single Linkage Hierarchical Modela. The same 

has been reflected in case of F1 score also. Figure 2(b) shows this. 
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The accuracy of the results produced by the proposed model is more accurate in case if Iris dataset. 

Figure 3(a) and figure 3(b) shows that the performance of the proposed model is considerably better than 

other benchmark models. 

The performance of the proposed model is at per in case of precision with K-means algorithm on 

Flame dataset. The proposed model is better than other models in precision index. Figure 4(a) shows this. 

The F1 index, as shown in figure 4(b), is highest for the proposed model and hence the accuracy is also 

highest. 

 

 

 
 

 

Figure 2a. Precision of the results produced by the 

five algorithms on Seeds dataset. The performance of 

the proposed model is shown in dark colour. 

 

Figure 2b. F1 measure of the results produced by the 

five algorithms on Seeds dataset. The performance of 

the proposed model is shown in dark colour. 

 

 

 
 

 

Figure 3a. Precision of the results produced by the 

five algorithms on Iris dataset. The performance of 

the proposed model is shown in dark colour. 

 

Figure 3b. F1 measure of the results produced by the 

five algorithms on Iris dataset. The performance of 

the proposed model is shown in dark colour. 

 

 

 
 

 

Figure 4a. Precision of the results produced by the 

five algorithms on Flame dataset. The performance 

of the proposed model is shown in dark colour. 

 

Figure 4b. F1 measure of the results produced by the 

five algorithms on Flame dataset. The performance 

of the proposed model is shown in dark colour. 
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6.  CONCLUSION AND FUTURE SCOPE 

This paper proposed a novel data clustering technique on singular matrix of bipartite graph based on 

genetic algorithm. The model shows good performance on standard datasets. The model is also advantageous 

because the elitist genetic algorithm model brigs the result out of the local optima. Though the model shows 

good result, the main attribute of the model is that it is computationally demanding. Further, the model can be 

improved by incorporating multi-objective evolutionary algorithms. Other soft-computing tools may also be 

used for further performance tuning. 
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