
IAES International Journal of Artificial Intelligence (IJ-AI) 

Vol. 5, No. 2, June 2016, pp. 72~79 

ISSN: 2252-8938      72 

  

Journal homepage: http://iaesjournal.com/online/index.php/IJAI 

Rule Based and Expectation Maximization algorithm for 

Arabic-English Hybrid Machine Translation 
 

 

Arwa Alqudsi*, Nazlia Omar*, Rabha W. Ibrahim** 
* Knowledge Technology Research Group (KT), Center for AI Technology (CAIT), Faculty of Information Science and 

Technology, Universiti Kebangsaan Malaysia 

** Institute of Mathematical Sciences, University of Malaya 

  

 

Article Info  ABSTRACT 

Article history: 

Received Mar 5, 2016 

Revised May 9, 2016 

Accepted May 26, 2016 

 

 It is practically impossible for pure machine translation approach to process 

all of translation problems; however, Rule Based Machine Translation and 

Statistical Machine translation (RBMT and SMT) use different architectures 

for performing translation task. Lexical analyser and syntactic analyser are 

solved by Rule Based and some amount of ambiguity is left to be solved by 

Expectation–Maximization (EM) algorithm, which is an iterative statistic 

algorithm for finding maximum likelihood. In this paper we have proposed 

an integrated Hybrid Machine Translation (HMT) system. The goal is to 

combine the best properties of each approach. Initially, Arabic text is keyed 

into RBMT; then the output will be edited by EM algorithm to generate the 

final translation of English text. As we have seen in previous works, the 

performance and enhancement of EM algorithm, the key of EM algorithm 

performance is the ability to accurately transform a frequency from one 

language to another. Results showing that, as proved by BLEU system, the 

proposed method can substantially outperform standard Rule Based approach 

and EM algorithm in terms of frequency and accuracy. The results of this 

study have been showed that the score of HMT system is higher than SMT 

system in all cases. When combining two approaches, HMT outperformed 

SMT in Bleu score. 
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1. INTRODUCTION 

There are many languages in the world and it is difficult to find a suitable machine translator that 

meets human requirements to translate these languages. In the same time translation process faces a number 

of problems, including linguistic problems, especially in terms of Arabic to English translation, such as word 

construction, differences in grammar and ambiguous words. Many different approaches have been applied to 

solve Arabic machine translation problems and its evaluation [4] [5]. These approaches are discussed in 

detail by [1]. 

The Rule Based machine translation system is one of these approaches, denotes linguistic rule 

between source language and target language. Rule based has control on explicit linguistic knowledge that it 

can totally analyze in both semantic and syntax levels. To create the linguistic rule the Rule Based requires 

much linguistic knowledge so that it needs high cost development. The result of Rule Based system is 

depends on the accuracy of each level and the output is less fluency than statistical system. They are many 

researchers used rule based approach as their translation method, such as: MT for Romance Languages to 
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Spain [19], Arabic to English [2]and [3], Indonesian to Malaysian [21], Bulgarian to Macedonian [22], 

English to Sankrit [23], etc. 

In contrast, the Statistical MT is another very common translation system, where probability rules 

are used, such as, Baye's rule of the Expectation Maximization Algorithm (EM). Statistic Machine 

Translation system is constructed based on parallel corpora. It performs training process on the parallel 

corpora to learn implied knowledge existing in co-occurrence statistic. Translation for certain word of source 

language in this system will be found by looking the word in target language which frequently occurs 

together with them in parallel corpora. Statistic Machine Translation system is able to produce good 

translations if the source sentence is not similar to any sentences in a training corpus [6]. 

However, it will have problems in dealing with structures and vocabulary that did not occur in the 

training data. By using a combined phrase tables from the RBMT systems as well as the SMT parallel corpus 

table, the hybrid system can handle a wider range of exploit knowledge and syntactic constructions that the 

RBMT system has about the specific vocabulary of the source text [25]. Linguistic data from RBMT systems 

have already been used to enrich SMT systems [26-29]. 

Many researches have attempted to improve this Statistical approach, some used word sense 

disambiguation [8], and some used word categorization and grammatical categories to handle the error [7]. 

[9] Used two decoding algorithms to search for the most probable translation of an input tree. Expectation 

Maximization (EM) algorithm was used to obtain the probabilities from a Treebank. [10] Improved the 

number of relevant documents retrieved by using EM algorithm and studied the best EM distance for the 

words in Arabic language that describes the similarity between these words. 

If we could combine the advantages of these approaches, the resulting hybrid system could perform 

better translation than any other system [11]. There are a many different types of Hybrid (HMT), since the 

core of this version of Machine Translation focuses upon a mix of each other. Still a number of researches 

have been done within HMT. The goal of Hybrid approach is effectively to obtain more accurate results than 

other existing approaches. The motivation is employing different machine translation paradigms, which 

implies that a smart combination of their output would return an overall good translation [16]. Translation 

process of HMT is completed by coupling two or more systems that are employed to solve problems with 

certain parts. According to present requirements, the most popular combinations comprise RBMT vs. SMT 

[29]. 

 [12] normalized the dialectal words in a hybrid machine translation (rule based and statistical) 

system, by performing a combination of morpheme-level mappings and character. They translated the Arabic 

to English using a hybrid MT. In terms of BLEU system by measuring and comparing the results the author 

proved the feasibility of the HMT approach. On the other hand the advantages of the rule based and example 

based approaches used to suggest a form of Japanese-to-English machine translation that can be used with 

existing technology [13]. Two ways presented by [14] to combine rule-based and statistical approaches to 

English-German machine translation by integrating existing implementations into a larger architecture. 

In this paper we have described the process of developing Arabic-English HMT system as a way to 

improve the performance of machine translation. We have combined RBMT with SMT using United Nations 

parallel corpus. The remaining of this paper is structured as follows: Section 2 will describe the architecture 

of Arabic-English hybrid machine translation system; Section 3 will describe the implementation of HMT; 

Section 4 will present the experiment result together with its analysis; and Section 5 will give a conclusion 

about this research. 

 

 

2. ARABIC-ENGLISH HYBRID MACHINE TRANSLATION SYSTEM 

An important trend over the last years lies in a focus shift towards hybrid machine translation 

systems. The aim of these systems is combining of resources and techniques from different technological 

backgrounds, e.g., rule based and statistical approaches [24]. 

Arabic-English HMT system is presented in this paper. This system consists of two main 

components. Rule based component and Statistical component. RBMT Parser maps the Arabic rules into 

English rules and SMT techniques handle the language ambiguity using corpus.  

 
2.1.  RBMT Component 

Rule Based has its origin in transfer system machine translation where it in likeness uses rules [15], 

and is based on linguistic information about the source and target languages mostly extracted from 

dictionaries. Rule based machine translation system is a knowing system, because it is based on translation 

rules rather than a dictionary. When the structure of the source sentence matches one of the rules, it is 

translated directly using a dictionary. It goes from the source sentence to a morphological analysis and 
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syntactic analysis to produce a new sort of sentence structure based on rule of the structure source sentence, 

from this it translates to the target language based on rule of the structure target language and from these 

steps a better translation is produced to create the final step of the translation. 

This research uses our RBMT (AE-TBMT) developed in previous work [2]. Basically, the 

translation process of AE-TBMT consists of six main phases: first, text in the source language is transferred 

to tokenizer to divide the text into tokens. Second, start morphological analysis to provide morpho-syntactic 

information. Third, the syntactic parser builds a syntactic relevant tree, which represents relationships 

between the words of the phrase. Forth, lexical transfer will map Arabic lexical elements to their English 

equivalent. It will also map Arabic morphological features to the corresponding set of English features. Fifth, 

structure transfer will map the Arabic dependency tree to the equivalent English syntactic structure. Finally, 

Arabic synthesiser will synthesis the inflected English word-form based on the morphological features and 

traverses the syntactic tree to produce the surface English phrase. 

 

2.1.1. Tokenization 
This an important step for a syntactic parser to construct a phrase structure tree from syntactic units. 

After inserting the source sentence in the system the tokenizer divides the text into tokens. The token can be a 

word, a part of a word, or a punctuation mark. A tokenizer requests to know the white spaces and punctuation 

marks. 

 

2.1.2. Morphological analysis 

After the tokenization process, the morphological analyser will provide the morphological 

information about words. It provides the grammatical class of the words (parts of speech) and creates the 

Arabic word in its right form, depending on the morphological features. 

 

2.1.3. Lexicon 

In this system the lexicon is accountable for inferring morphological and classifying verbs, nouns, 

adverb and adjectives when needed. It is the main lexicon translation; the source language searches in a 

dictionary and then chooses the translation. A lexicon provides the specific details about every individual 

lexical entry (i.e. word or phrase) in the vocabulary of the language concerned. Lexicon contains grammatical 

information which usually have abbreviated form: ‘n’ for noun, ‘v’ for verb, ‘pron’ for pronoun, ‘det’ for 

determiner, ‘prep’ for preposition,’adj’ for adjective, ‘adv’ for adverb, and ‘conj’ for conjunction. The 

lexicon must contain information about all the different words that can be used. If the word is ambiguous, it 

will be described by multiple entries in the lexicon, one for each different use. 

 

2.1.4. Parsing 

The parser divides the sentence into smaller sets depending on their syntactic functions in the 

sentence. There are four types of phrases i.e. Verb Phrase (VP), Noun Phrase (NP), Adjective/Adverbial 

Phrase (AP), and Prepositional Phrase (PP). After the parsing process the sentence is represented in a phrase 

structure tree. Figure.1 show the phrase structure tree for the sentence القمة حضر ريكيالام الرئيس  (US President 

attended the summit(. 

 

 

 
 

Figure 1. Phrase structure tree 

 

 

2.1.5. Syntactic rules 

A set of Arabic and English rules are fed into the system. In this step the reordering process will be 

found which will be based on the order of words in a sentence, and how the words are grouped. 
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2.1.6. Agreement rules 

After syntactic rules the agreement rules applied which are responsible about the additions of prefix 

and suffix in the sentences. Figure. 2 shows an example of Arabic rules and their equivalent in English 

 
 

          S: [NP VP] == S: [ NP:[N1 N2] VP:[V P1 N3 P2 N4 Prop]             Arabic rule 

 

         S: [NP VP] == S: [NP: [N2 N1] VP:[V P1 N3 P2 Prop N4]]             English rule 

 

Figure. 2 Arabic rules and their equivalent in English 

 

 
There is a significant difference between Arabic rules and English rules. Arabic sentence structure 

follows Subject-Object-Verb or Subject-Verb-Object or Verb-Subject-Object or Verb-Object-Subject 

whereas, English follows structure as Subject-Verb-Object. This part is responsible to perform rules 

matching for the translation. Rule based will match those gaps and translate the sentence. To perform the 

translation process it needs lots of rules. Adding more rules to the system can enhance the accuracy of the 

translated output. 

 

2.2.  SMT Component 
Expectation Maximization Algorithm (EM) is an iterative statistical algorithm for finding maximum 

likelihood of missed data or missed translations; expect it is the most accurate one, used as the SMT 

component system in this work. 

The Expectation Maximization algorithm contains two processes in each of the iteration: The E-step 

(Expectation), and the M-step (Maximization). In E-step use current observations and parameters to compute 

the probability of all possible collocation of the data. This step is achieved by using the conditional 

expectation. 
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a. A refers to input words (Arabic words) 

b. E  refers to output words (English words) 

c. J, the number of words in  E:   E= e1, e2, …eJ 

d. c  1-to-many collocation C:   C= c1,c2, …cJ  

e. For each position in A, generate a word cj from the collocation  word in E: 
jce  

In M-step collocation probability which achieved in E-step are used to re-estimate the values of all 

parameters until converge. The estimate of the missing data from the expectation step is used instead of the 

actual missing data. Iterating these steps will lead to a convergence that estimates the maximum likelihood of 

translation. The EM algorithm is discussed in detail by [17]. A common technique for maximum likelihood 

estimation of model parameters in the presence of missing data is EM algorithm [18]. 

 

 

3. IMPLEMENTATION 
The experiments have been conducted on Arabic to English. Hybrid approach relies on structures 

output by the component Rule Based and Statistical systems. 

Rule based machine translation approach generates candidate sentences for each input sentence. 

Since one word of Arabic can have many meanings in English, thus it is important to identify the suitable 

meaning of a word for the source sentence. Therefore this generates candidate sentences with each meaning 

of a word. It creates translated English candidates sentences which are grammatically correct but due to 

 



                ISSN: 2252-8938 

IJ-AI  Vol. 5, No. 2,  June 2016 :  72 – 79 

76 

ambiguous meanings of words there may be meaningless sentences. EM algorithm will choose most suitable 

sentence from those candidate sentences. 

This is the place where SMT techniques come to the work. From Rule based part generate translated 

candidate sentences for the source sentences based on the number of ambiguous words and the number of 

ambiguous meanings of each word. Based on the presence of ambiguous meanings of the words, there may 

be many candidate sentences for source sentence. Then we use a corpus to match most suitable sentence from 

the given candidate sentences we have used United Nations (Arabic-English) parallel corpus [20] same 

training and test data split was used as in [31]: 1,000,000 training sentence pairs and tested on 994 test 

sentences. 

Then we use EM algorithm to match other related words to each word in the candidate sentence, by 

using those related words we create new sentences for each candidate sentence. Then find the probability of 

each sentence by matching with the corpus. 

 All of these probability calculations will be considered to select the most suitable sentence. Then 

we select the correct sentence as the candidate sentence which has highest probability because it has a high 

possibility to be a meaningful and correct sentence. The architecture of this HMT system is illustrated on 

Figure. 3. 

The data driven RBMT and SMT methods are robust. The feature makes such systems very 

attractive as they always produce translation, irrespective of the input string. ; If a RBMT system does not 

find a sequence of rules which can be applied successfully to the input, then the SMT will be identified and 

produced. 

However, statistical system is not good at modelling linguistic phenomena such as word order and 

agreement. In contrast, RBMT system, can handle linguistic phenomena, such as, word order and using hand-

written rules and dictionaries. Thus, the advantage of combining the positive elements of the rule based 

approach and statistical approach to MT are clear: a combined model has the possibility to be robust, highly 

accurate, cost effective to build and adaptable. Combining rules with linguistic information and a statistical 

translation model might result as a hybrid model. The motivations for adopting hybrid model are precisely as 

mentioned before: it combines the robustness of RBMT and SMT approaches. 

 

 

 
 

Figure 3. The Architecture of HMT system 

 

 

 
4. EXPERIMENTAL RESULT 

We have evaluated our system using BLEU [30] scores against two reference human translation. 

Bleu score for both of the system is calculated and it is described in Table 1. The table shows the values of 

BLEU obtained for phrase length: 1-gram, 2-gram, 3-gram, and 4-gram, respectively. Note that BLEU is in 
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between 0 and 1 (0 ≤ Bleu<1). When BLEU value is close to 1, which means the quality of translation is 

better and close to the manual translation. In this evaluation 1 candidate file (represent our system 

translation) and two references files (represent 2 different manual translation) have been used. It can be 

clearly seen that score of HMT system is higher than SMT and RBMT systems in all cases. When compared 

three approaches, HMT outperformed SMT and RBMT in all BLEU score. 
After performing analysis toward the output of RBMT, we found that, comprehensive reordering 

rules play an important role in the quality of translation. As HMT system yielded a good improvement in 

BLEU points over translating of SMT system. In addition, more data training makes the output of SMT more 

accurate. Figure. 4 illustrates how HMT system translation is closer than SMT system translation to manual 

translation with phrase length: 1-gram, 2-gram, 3-gram, and 4-gram, respectively. We believe that, a good 

translation could be achieved when RBMT is combined with SMT, as RBMT solves word ordering problem 

when translated from Arabic to English, and SMT solves the ambiguity problem.  

 

 

Table 1 Blue evaluation results of HMT and SMT 
Phrase length n-gram  HMT SMT RBMT 

1-gram 0.88 0.73 0.71 

2-gram 0.80 0.61 0.57 

3-gram 0.66 0.56 0.50 
4-gram 0.51 0.37 0.33 

 

 

 
 

Figure 4. Bleu score of HMT, SMT and RBMT with phrase length 1-gram, 2-gram, 3-gram, and 4-gram. 

 

 
5. CONCLUSION 

In this work we had presented a unique complementary way to combine rule-based and statistical 

approaches to HMT, as it interweaves the philosophies of the rule based, and statistical approaches in an 

integrated framework. The goal of combined those approaches effectively to obtain more accurate results 

than other existing approaches. 

This model has the capacity to combine the linguistic complexity of rule based models of translation 

with the robustness and adaptability of statistical method. The model also helps to address language 

ambiguity problem which is a one of the biggest challenge under RBMT and solve lexical analysis and 

syntactic analysis requirement problem in SMT. Thus, we had presented the implementation details of our 

hybrid system, which was inspired by rule based with the EM algorithm for statistical method; the system has 

documented larger scale, more translations and complex experiments. This empirical evaluation showed for 

the Arabic to English United Nations parallel corpus. 

The motivation behind this research is combining the advantage of information present in each of 

the MT system to get better translation result. Evaluation by using Bleu score indicator shows that: 1). The 

size of the training data effects the statistical model on SMT and HMT system, so adding more training 

corpus can improve the performance HMT system. 2). HMT system outperforms SMT and RBMT systems in 

all cases. We had identified that hybrid solutions tend to combine the advantages of the individual 

approaches to achieve an overall better translation. The approach is most useful to address one of Rule-Based 
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MT greatest challenges – translation ambiguity. When a word/phrase can have more than one meaning, 

statistics can help identify the most suitable option. 
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