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 Presently, the demands for rice are increasing. This will affects the need for 

producing and sorting rice grain in faster and exceed the normal requirement. 

However, the manual rice classification using naked eyes are not very 

accurate and only professionals are able to do it. Machine learning is found 

to be a suitable technique for rice classification in producing an accurate 

result and faster solution. Thus, a study on the classification of rice grain 

using an image processing technique is presented. The rice grain image went 

through the pre-processing process which includes the grayscale and binary 

conversion, and segmentation before the feature extraction process. 

Four attributes of shape descriptor which are area, perimeter, major axis 

length, and minor axis length and three attributes of color descriptor which 

are hue, saturation and value were extracted from each rice grain image. 

In another note, a Multi-class Support Vector Machine (SVM) is used 

to classify the three types of rice grain which are basmathi, ponni and 

brown rice. The performance of the proposed study is evaluated to 90 testing 

images which returned 92.22% of classification accuracy. The study is 

expected to assist the Agrotechnology industry in automatic classification of 

rice grain in the future. 
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1. INTRODUCTION 

In Asia, more than 90% of rice is produced and consumed [1]. The dependencies on rice for  

the majority of the population in Asia are very high and that differentiates them from the rest of the world. 

In Malaysia, almost all families consume rice in their daily life. The most consumed type of rice is white rice 

which has many nutritious values and extremely healthy. Rice paddy will go through a milling process to 

produce edible rice and sell to the customers. Milling is a term that consists of step by step processes of 

converting paddy into rice [2]. It includes cleaning, dehusking and husk separation, paddy separation, bran 

removal, and grading. The milling process is essential to ensure that the rice produced for customers are free 

from unwanted materials such as stones and sands. There are a few different types of rice milling system 

where it can be a simple one or two step processes, or a multi-stage process [3]. 

Tremendously, the demand for rice nowadays is increasing and this will affects the need for 

producing and sorting rice grain to produce faster and exceed the normal requirement. Rice classification 

refers to a process of determining and assigning rice into its classes and grade [4]. In order for the rice 

supplier to determine the type and grade of the rice grain, there are a few manual techniques that are carried 

out such as milling system, alkaline test, deoxyribonucleic acid (DNA) technique, and to name a few. 
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However, these manual systems have a few disadvantages. The chemical method used will cause the sample 

of rice grains to become destructed, and the process consumes a lot of time [5]. Consequently, this problem 

will slow down rice production to the market and might not meet the high amount of customer demands. 

Rice classification is essential in determining the quality and its price in the market [4]. 

It is a process that needs to be applied in rice production industry to ensure that the rice produced for the 

market meets the consumer requirement. However, there are a few consumers that still in doubt with the type 

of rice they bought in the market. They are not satisfied until it is proven that the rice type is the same as 

what is stated on the rice package. The demand for quality of grains is increasing due to some traders that 

cheat consumers by selling poor quality food grains [6]. It is difficult for the consumers to check the quality 

of the type of rice that they bought as there are no suitable techniques to assist them. The only technique that 

consumers can use is only by using their own naked eyes inspection. Yet, researchers in [7] stated that  

the naked eyes inspection of the rice quality result is inefficient. DNA fingerprinting is one of the manual 

techniques used to determine the grades of rice, type, and quality. To maintain the uniqueness of rice 

varieties and to distinguish the different grades of basmathi rice [8], it is particularly important to ensure  

the export quality. There are many effective techniques available for extracting DNA from rice, but for 

milled rice samples, extraction of DNA was only possible with commercially available kits such as the 

Nucleon PhytoPure DNA Extraction Kit [9]. However, due to the multiple manipulation steps, this DNA 

extraction method is very time-consuming, laborious and expensive [10]. 

In this competitive modern world, people would prefer the new technologies instead of using 

manual and tedious techniques as mentioned. Everything is mostly now automated because of the people are 

requesting the things they use and expend from the technology growth [6]. In automating the process of rice 

grain classification, image processing technique is used to overcome the weaknesses of the manual process. 

Image processing is a study of an algorithm that accepts an image as the input and returns an image 

as output [11]. Image processing techniques are recently widely used in various applications of 

computer vision [12]. It is fast, economic and consistent techniques which are used in many 

different industries [13]. This technique satisfies the increasing production and quality requirements due to its 

speed and accuracy. Based on the problems discussed, the manual classification of rice grains is observed to 

be less accurate and it requires more experienced workers. Thus, a fast and accurate approach to classify rice 

grain is highly needed. Therefore, a study on the classification of rice grain using an image processing 

technique is proposed. The image processing technique is very effective and dependable day by day. 

Feature extraction techniques of color and shape were implemented to analyze the characteristics of the 

rice grain. Whereas, a Multi-class Support Vector Machine (SVM) technique is used to classify the three 

types of rice grains which are basmathi, ponni and brown rice. The outcome of this study is expected to assist 

the agrotechnology industry in classifying the rice grain automatically. The rest of this paper is organized 

as follows: Section 2 presents our research method, including the description of rice grain images, as well as 

the proposed feature extraction and classification techniques. Section 3 presents our results and discussions. 

Finally, we present our conclusions in Section 4. 

 

 

2. RESEARCH METHOD  

The aim of this study is to classify the rice grain using Multi-class SVM, and to evaluate the rice 

grain classification performance. Figure 1 depicts the proposed process flow of the rice grain classification. 

The proposed process of rice grain classification begins with the insertion of rice grain image. The image will 

then go through image pre-processing processes which are the grayscale and binary conversion,  

and segmentation. The next processing of processing consists of two sub-processes which are feature 

extraction and classification. The feature extraction process is used to extract the attributes of shape and color 

descriptors. Whereas, the classification is used to classify the input image and determine which rice type the 

image belongs to. After the image is classified, the system will produce the classification result which is the 

type of rice grain. 
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Figure 1. Proposed flowchart of rice grain classification 

 

 

2.1.  Input image  

Ninety testing images of three types of rice grains which are basmathi, ponni and brown rice were 

collected. Table 1 tabulates the sample images for each type of rice grain as mentioned. 

 

 

Table 1. Sample images of rice grain 
Image Type 

 

 

 

Basmati Rice 

 

 

 

Ponni Rice 

 

 

 
Brown Rice 

 

 

2.2.  Pre-processing 

The pre-processing involves some processes in preparing the images for further analysis in the 

feature extraction process. In this study, the pre-processing includes a few processes which are greyscale and 

binary conversion, and image segmentation. Grayscale conversion is an approach to deal with a procedure 

and change the picture into dim or gray based color as the result [14]. The picture of grayscale is critical with 

a specific end goal to create a clean and sharp binary picture in the next procedure. In contrast, the binary 
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image refers to a digital image which carries only two possible values for each pixel [15]. It typically has 

black (0) and white (1). A binary version of the processed image is created so that the toolbox function for 

analysis can be used. By using the imbinarize function, it converts the grayscale image into a binary image. 

The bwareaopen function is also used to remove background noise from the image. Image segmentation is 

the initial stage in image analysis [16]. An image is subdivided into its constituent parts until the objects of 

interest are isolated. The method that is preferred to use for this study is edge detection. Various types of 

edge detection can be used. For this study, the most accurate result produced is by using the Roberts edge 

detection technique. Table 2 depicts the sample outcomes of the grayscale conversion, binary conversion,  

and segmentation. 

 

 

Table 2. Sample outcomes of pre-processing 
Input Image Grayscale conversion Binary conversion Roberts Segmentation 

    

 

 

2.3.  Processing 

The processing part consists of two sub-processes which are feature extraction and classification. 

 

2.3.1. Feature extraction 
For the feature extraction of the rice grain, there are two types of feature that were taken into 

attention which are shape and color. The method that is used for shape extraction is the Regionprops 

function, whereas, the technique that is used for color extraction is the Hue Saturation Value (HSV). 

Regionprops function is used for the shape feature extraction. This function is chosen as it returns the 

measurements of properties specified by properties for each connected component (object) in the 

binary image [17]. From this function, four important shape attributes were extracted in analyzing the 

characteristics of the shape features of rice grain. The shape attributes are area, perimeter, major axis length, 

and minor axis length. Each parameter for each number of rice grain in the input image will be calculated, 

and the mean values are accumulated which acts as a feeder in the classification phase. In coping with 

the color criteria of basmathi, ponni and brown rice, the Hue, Saturation and Value (HSV) method is 

observed to be suitable in extracting the color attributes of the rice grain. The HSV colour space is a 

non-linear transformation of RGB colour space that is closed to human perception [18]. It converts the Red 

Green Blue (RGB) values to the appropriate hue, saturation and value (HSV) coordinates.  A function of 

rgb2hsv is employed. The ranges of minimum and maximum value for each hue, saturation, and value are 

then were extracted.  

 

2.3.2. Image classification 
Image classification is implemented to determine the type of rice grain from the uploaded 

input image. A Multi-class SVM is implemented for the classification of the rice grain. The implementation 

of the Multi-class SVM could be done either experimentally [19] or conceptually [20]. It performs the 

classification by mapping the input vectors into a higher-dimensional space and building a hyper-plane that 

separates the data in the higher-dimensional space in an optimal way. The Multi-class SVM is chosen as it 

has a bigger number of classes that can be classified [21], as compared to the Support Vector Machine 

(SVM) which is limited to only two types of classes. In this process, the training set was used to train the 

Multi-class SVM model and the testing set was used to test the classification accuracy performance. 

The testing set is represented in (1) as follows: 

 

𝑋 = {(𝑥𝑖  , 𝑦𝑖)}𝑖=1
𝑙  𝑤ℎ𝑒𝑟𝑒 𝑥𝑖  ∈ 𝑅𝑛 𝑎𝑛𝑑 𝑦𝑖  ∈ {1, 2, 3, … . 𝑐} (1) 

 

There are various approaches of multi-class classification problem as discussed in [22-25] such as directed 

acyclic graph (DAG), binary tree of SVM, one-against-all (OAA) and one-against-one (OAO). In this study, 

the OAO technique for multi-class classification is chosen. 
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2.4.  Testing 

The performance of the rice grain classification is evaluated using a truth table. It is performed by 

comparing the Multi-class SVM classification result with the actual type of rice grain. Based on the truth 

table obtained, the classification accuracy for each type of rice grain is calculated using (2): 

 

% of Accuracy =
𝑁𝑜.𝑜𝑓 𝑇𝑅𝑈𝐸 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑅𝑒𝑠𝑢𝑙𝑡

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜.𝑜𝑓 𝑇𝑒𝑠𝑡𝑖𝑛𝑔 𝐼𝑚𝑎𝑔𝑒𝑠
 𝑥 100% (2) 

 

 

3. RESULTS AND DISCUSSION  

Ninety testing images are tested for each type of rice grain. Table 3 displays some of the results 

plotted by the truth table from each type of rice grain. The performance of the rice grain classification is 

demonstrated in Table 4. From the calculation of accuracy, it is observed that the study produced a good 

performance with 90% of accuracy for the basmathi, and a high percentage of accuracy of 93.33% for both 

ponni and brown rice. The overall mean percentage of accuracy is found to produce a very good percentage 

of accuracy which is 92.22%. 

 

 

Table 3. Rice Grain Classification 
No. Image Rice Grain Type Multi-class SVM classification Accuracy Result 

1 

 

 

 
Basmathi 

 

 
Basmathi 

 

 
TRUE 

2 

 

 

 
Ponni 

 

 
Ponni 

 

 
TRUE 

3 

 

 
 

Brown 

 
 

Brown 

 
 

TRUE 

 

 

Table 4. Accuracy Result 
Rice Grain No. of TRUE Classification % of Accuracy 

Basmathi 27 90 

Ponni 28 93.33 

Brown 28 93.33 
MEAN 92.22 

 

 

4. CONCLUSION  

This paper proposed a study of rice grain classification using image processing technique. 

Feature extraction techniques of color and shape were implemented to analyze the characteristics 

of the rice grain. In another note, a Multi-class Support Vector Machine (SVM) is used to classify the three 

types of rice grain which are the basmathi, ponni and brown. The application to a variety of testing images 

has been successful. The performance of the rice grain classification is evaluated using a truth table. 

The overall mean percentage of accuracy demonstrated a very good percentage of accuracy which is 92.22%. 

It can therefore be concluded that the proposed application of image processing techniques for rice grain 

classification is found to be successful. Yet, implementation and incorporation of the current feature 

extraction and classification techniques are recommended. 
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