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 Green technology building is not newly introduced to the world nor 

Malaysia, but it is rarely practiced globally and now it has promoted 

noteworthy due to destructions caused by human hands towards the nature. 

Now people started to realize that the world is polluted by many hazardous 

substances. Therefore, Help University came up with the effort of preserving 

the nature through a new Green Technology campus, which has been fully 

operated since year 2017. In this research, neural network forecasting models 

on energy-efficient data of Help University, Subang 2 green technology 

campus at Subang Bistari, Selangor has been done with respect to value-for-

money (VFM) attribute. Previously there were no similar research done on 

energy-efficient data of Help University, Subang 2 campus. The significant 

factors with respect to energy or electricity saved (MW/hr) in the year 2017 

variable were studied as recorded by Building Automation and Control 

System (BAS) of Help University Subang 2 campus. Using multiple linear 

regression (stepwise method), the significant predictor towards energy saved 

(MW/hr) was Building Energy Index (BEI) (kWh/m2/year) based 

p-value<α=0.05. A mathematical model was developed. Moreover, the 

proposed neural network forecasting model using Killer Whale-

Backpropagation Algorithm (KWBP) were found to better than existing 

conventional techniques to forecast BEI data. This research is expected to 

specifically assist maintenance department of Help University, Subang 2 

campus towards load forecasting for power saving planning in years to come. 
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1. INTRODUCTION 

Fossil or even electricity is one of the main contributors towards global climate changes as the 

excessive use and consumption of fossil energy will wind up in releasing a huge amount of greenhouse 

gasses into the atmosphere [1]. Hence, few methods such as improvement of energy efficiency, 

frequent use of renewable-energy, preservation of a healthy indoor environment, having green plant in the 

building compound area, increase use of sustainability of natural resources are few of the has caught the 
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world’s attention [2]. Green building, or known as energy-efficient building is a construction of building that 

fulfils the needs stated above and capable of reducing greenhouse effect by reducing the dependency of fossil 

or electricity use [3]. To support the concept of energy efficiency and the use of sustainable energy in 

buildings, the government of Malaysia has also lunched a few projects as an act of demonstration, 

educational and enhance public awareness programs [4]. Green technology office building is one of the 

showcase projects that have high performance in energy efficiency [5]. Malaysia Energy Centre (PTM) that 

is now currently known as Technology Corporation officer building is the proof of that this concept “green 

technology” is commercially viable for modern buildings in Malaysia and in the region [6]. The building is 

actually based on Automated Energy Saving (AES) concept. The aim of this project is to apply modern 

forecasting algorithm on energy-efficient data of HELP Subang 2 green technology campus, which were 

captured by Building Automation and Control System (BAS) as shown in Figure 1. 

 

 

 
(a) 

 

 
(b) 

 

Figure 1. (a) HELP Subang 2 green technology campus, and (b) Building Automation and Control 

System (BAS) 

 

 

Electricity is one of earth-shaking resources in this century. It is the major source of power for most 

of the country's economic activities [7]. Moving towards energy sustainability will require modifications not 

only in the way energy is supplied, but also in the way it is used as well, called energy planning [8]. 

Green building refers to both assembly and the implementation of processes that are environmentally 

responsible and resource-efficient throughout the building’s life cycle from the planning, construction, 

operation, maintenance, renovation, and demolition phase [9]. In order to achieve such achievement, the 

contractor, architects, engineers, and the client at all stages have to work closely together [10]. 
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A Green building is a concept that complements the classical building design with concerns of economy, 

durability, comfort and also utility [11]. World Green Building Council currently is conducting a research on 

the benefits that green building can contribute towards the health and productivity of the people using it and 

is also working with the World Bank to promote Green Buildings in Emerging Markets [12]. There are also 

other measurement tools such as Green Building Index (GBI) predominantly used in Malaysia [13]. 

HELP University is one of the first higher education institutions that implements green building 

concept to its campuses. Hence, there is none if not a few research conducted on HELP University 

Subang 2 campus. With such limited time and no prior research conducted in this university, 

this research may be able to assist HELP university in terms of energy efficiency practices 

to its full potential. Other than that, there was also no prior model of value-for-money (VFM) implemented 

on HELP university’s energy-efficiency time series data. HELP University has already shown its support by 

constructing its new campus to be more energy efficient and more nature friendly which is situated in Subang 

Bestari near Subang Airport. The campus is equipped with Automated Infrared Sensor ceiling light which 

automatically turns on when sensor picks up and motion; this helps the building to conserve more energy 

especially during holidays and also during the night when nobody is in the building. The green campus is 

largely decorated with green plants and also trees to enhance student awareness towards green environment. 

The building was completed in 2016; however, the building is yet to reach an optimum level of energy 

efficiency even having approximately 2 years in operation. The Building Energy Index (BEI) of the building 

is yet to achieve an optimum level. And this research paper will try it best to implement technology which 

can contribute in achieving the ideal Building Energy Index (BEI). 

The research objectives related to the research questions are as follows: 

 To determine the significant factors respecting to energy or electricity saved (MW/hr) recorded by 

Building Automation and Control System (BAS) of Help University Subang 2 campus. 

 To develop mathematical model of energy efficient data which satisfies value-for-money (VFM) 

attribute of Help University Subang 2 campus. 

 To propose a robust neural network model for load forecasting at HELP University Subang 2 campus 

based on output in (a) which satisfies the VFM attribute. 

 

At the end of this research, forecasters or engineers of HELP University’s maintenance department 

to improve their load forecasting activities, and achieve a satisfactory level of green technology 

building’s GBI. By helping HELP University to reach its full potential in energy efficiency, it can contribute 

economically to RMK11 as an annual electricity generation of electricity cost around RM15.1 billion [15]. 

The research outline of this paper starts research motivation, followed by research limitation, problem 

statement, research questions, research objectives, and research significance. Moreover, the next sections are 

the related literatures, followed by the methodology, the results and discussions, as well as the conclusions. 

 

 

2. RELATED LITERATURES 

Neural Network is needed for filtration and classification of the many factors that can be provided 

by a cause and then to predict the effects of it and either to improve or to minimise damages through certain 

patterns or characteristics [15]. Machine learning will be a very crucial part for the neural network where it is 

uses to learn from the existing data that has been collected or so, in a form of computerized algorithm [16]. 

Apparently that the more data that it uses and the more relative numbers it uses the for its learning purposes 

the more accurate it becomes [17]. Machine learning algorithms are widely and commonly used in current 

society to improve not only in prediction but also to impose on building for better energy consumptions and 

energy efficiency, for example cooling the campus with collected rain water cooling system is a very good 

example [18], which is current ly practices by HELP university. Energy efficiency is being promoted to 

influence other universities and encouraging them to do the same not just because of the normal factors, but 

also the factors of the stakeholder, government, managers, and even faculty perceptions [19]. 

 

 

3. METHODOLOGY 

In this research, the HELP Subang 2 load forecasting data is obtained from the maintenance 

department, Help University Subang 2 campus for the year 2017 recorded in monthly basis. 

For confirmation, one may contact the general line +603-27162000. Data collected include electricity usage 

measured in kilowatt hour (kWh), carbon emissions, energy saved measured in megawatt hour (MWh) and 

money saved throughout daily data starting from 06:45:00 pm on 8th May 2017 to 12:00:00 pm on 31st 

December 2017 (every 15 minutes) with the university operating at regular capacity. The limitation of this 

research is terms of availability data, since this campus is new. The scope of this research will analyse the 
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HELP University electricity usage, money saved, Building Energy Index (BEI) (kWh/m2/year) and Carbon 

Dioxide (Co2) Emission dated for the year 2017 were recorded Building Automation and Control System 

(BAS) of Help University Subang 2 campus. 

The flowchart of this research shown in Figure 2. Once the data assembled as shown in Figure 3, 

determination of neural network time series models were made [20-21]. The critical part of this research was 

the implementation of proposed killer whale algorithm on iterated least median quares algorithm to replace 

the ordinary backpropagation algorithm which was based on mean squared error [22]. 
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Figure 2. Flow of Killer Whale Backpropagation Neural Network (KW-BPNN) Algorithm 
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Figure 3. Time Series Dataset in This Research 

 

 

4. RESULTS AND DISCUSSIONS 

Using statistical analysis, Building Energy Index (BEI) (kWh/m2/year) and Carbon Dioxide (Co2) 

Emission were the significant predictors towards energy saved (MW/hr) based p-value<α=0.05. Table 1 

shows the RMSEs of BPNN-NAR and BPNN-NARMA by different algorithms on Building Energy Index 

(BEI) data. Based on ordinary backpropagation algorithm, the best configuration was 15-15-15. Table 2 

shows the descriptive statistics of the variables involved in this research. Table 3 shows the coefficients table 

from multiple liner regression (stepwise) technique. From Table 4, the best configuration for killer whale 

backpropagation algorithm was 30-30-30. Firefly algorithm on backpropagation and particle swarm 

optimization on backpropagation performed equally good where the best configurations for both algorithms 

were 20-20-20. Comparing the performance for all algorithm, it can be concluded that the proposed killer 

whale backpropagation (KWBP) neural network was found to better than existing conventional techniques, 

where the RMSE for BPNN-NAR was 0.00078 and BPNN-NARMA was 0.00085 as shown in Figure 4. This 

means that the best model for building Energy Index (BEI) data is BPNN-NAR with KW-BPNN 

optimization with configuration sigmoid-linear 30-30-30 for imput lags, error lags and hidden nodes 

respectively. This research is expected to specifically assist electrician in Help University towards load 

forecasting for power system planning and operation in years to come. All the objectives of this research have 

been successfully achieved. The final numerical model to determine energy saved was 

 

 

Table 1. Variables Involved in This Research 
Variables Description 

BEI kWh/m2/year* building energy index kWh/m2/year 
CO2 SAVE emissiones of CO2 per kWh of energy produced 

ENERGY SAVED (MW-hr) electricity saved Megawatt hours (MWh)/Hours (h) 

MONEY SAVE money saved in ringgit malaysia (RM) 

 

 

 
 

This research is expected to give a significant contribution and demonstration in the effort of 

countering the current global warming issue parallel to 11th Malaysia Plan-RMK11 objectivity. RMK11 or 

also known as 11th Malaysian Plan is the final five years plan in excursion towards achieving Vision 2050. In 

the near future, this research can be further improved by adapting the techniques [27-30], and the sample size 

should be increased. The related previous works can be referred in [31-35]. 
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Table 2. Descriptive Statistics 
 Mean Std. Deviation N 

ENERGYSAVED2017MWhr -3855.9677 20146.86217 238 
BEIkWhm2year 454.4559 1329.47074 238 

CO2SAVE -30847.7464 161174.89991 238 

MONEYSAVE -1415794.8587 7351296.63381 238 

 

 

Table 3. Coefficients (Stepwise Method) 

Model 
Unstandardized Coefficients Standardized Coefficients 

t Sig. 
B Std. Error Beta 

1 
(Constant) 3030.785 .294  10314.555 .000 

BEIkWhm2year -15.154 .001 -1.000 -10269.725 .000 

MONEYSAVE 8.535E-8 .000 .000 .320 .749 

 

 

Table 4. RMSEs of BPNN-NAR and BPNN-NARMA by different algorithms on 

Building Energy Index (BEI) data 

Input 
Lags 

Error 
Lags 

Hidden 
Nodes 

BPNN KW-BPNN FFA-BPNN PSO-BPNN 

BPNN-NAR 
BPNN-

NARMA 

BPNN-

NAR 

BPNN-

NARMA 

BPNN-

NAR 

BPNN-

NARMA 

BPNN-

NAR 

BPNN-

NARMA 
References [23] [24] [25] [26] 

5 5 5 0.000975 0.00104 0.00104 0.00145 0.00112 0.00154 0.00112 0.00154 

10 10 10 0.000877 0.00108 0.00105 0.00146 0.00102 0.00133 0.00102 0.00133 
15 15 15 0.000857 0.00104 0.00105 0.00147 0.00096 0.0012 0.00096 0.0012 

20 20 20 0.001008 0.00138 0.0011 0.00154 0.00081 0.00089 0.00081 0.00089 

25 25 25 0.001011 0.00138 0.00106 0.00145 0.00098 0.00124 0.00098 0.00124 
30 30 30 0.001014 0.00139 0.00078 0.00085 0.0011 0.00152 0.0011 0.00152 

35 35 35 0.001017 0.0014 0.00098 0.00127 0.00113 0.00159 0.00113 0.00159 

40 40 40 0.00102 0.00141 0.00106 0.00146 0.00113 0.00159 0.00113 0.00159 

 

 

 
(a) 

 
(b) 

 

Figure 4. (a) Performance Comparisons of NAR Model in This Research, and (b) Performance Comparisons 

of NARMA Model in This Research 

 

 

5. CONCLUSIONS 
This paper has presented the performances of multiple evolutionary programming techniques on 

energy-efficient data of Help University, Subang 2 campus. Through the implementation on the BEI dataset; 

it can be highlighted that the proposed KW-BPNN is a flexible and robust algorithm to solve the optimal 

power scheduling process in the attempt to control the loss in power system. With only minor modification in 

the BP algorithm, better results have been achieved which in turn can be translated into value-for-money 

attributes. The developed optimized NAR and NARMA models should be tested on simulation datasets in 
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order to observe their diversified capabilities. It is a good note to mention that the developed optimization 

algorithm is efficient on neural network time series models. On top of that, application of the proposed 

robustified algorithm on big datasets should be next endeavours. 
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