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 The evolution of classification of opinion mining and user review analysis 

span from decades reaching into ubiquitous computing in efforts such as 

movie review analysis. The performance of linear and non-linear models are 

discussed to classify the positive and negative reviews of movie data sets. 

The effectiveness of linear and non-linear algorithms are tested and 

compared in-terms of average accuracy. The performance of various 

algorithms is tested by implementing them on internet movie data base 

(IMDB). The hybrid kNN model optimizes the performance classification 

interns of accuracy. The accuracy of polarity prediction rate is improved with 

random-distance-weighted-kNN-ABC when compared with kNN algorithm 

applied alone. 

Keywords: 

Artificial bee colony 

Classification 

Distance weighted 

K-nearest neighbour 

Opinion mining This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

N. Suresh Kumar 

Department of Computer Science and Engineering 

GITAM Institute of Technology, GITAM Deemed to be University 

Visakhapatnam, India 

Email: nskgitam2009@gmail.com 

 

 

1. INTRODUCTION 

The classification techniques plays very important role in obtaining best fit data set. In the present 

paper various classification techniques are presented with their merits and demerits. The algorithms are 

categorised based on the applications in which they are used [1], [2]. The classification is carried by 

evaluating user “opinion” on a particular movie. 

Opinion mining is one of the important and exquisite topics in recent days conferred in many types 

of data analytics. The online data analysis plays very important role in future prediction such as politics, 

movie reviews, sometimes it will also dictates the market strategies. Many organizations, political parties, 

news channels and film industries are very much fascinated to know about customer’s or user’s perception 

about their product or their services. The customer’s reviews are very important for the organizations to 

evaluate the companies’ services or products. It is very important for the companies or political parties to 

predict the plan of action in near future based on user’s reviews.  

The companies, or movie directors, or political parties gain insight knowledge which can help them 

to reach the target in the market or society. The analysis of user reviews and their opinion will help the 

product developers or service providers [3] in terms of performance enhancement. For instance the movies 

reviews are posted by the netizens are viewed by many other users and do their comments also. This will help 

the other users to make a verdict about the film they are going to see or to get an opinion on already released 

movie. These reviews also help the film casting section to understand the people cognizance set. 

The predictive models are very important for organizations to retrieve public opinions for 

captivating wise decisions. It is very difficult and multifaceted to processes huge data available online 
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through internet. Variety of data contains diversified features and may causes unnecessary confusion with 

existing models. The confusion may lead poor accuracy in retrieval of required data. In all these 

circumstances users are allowed to expresses their reviews or feedback in their natural language.  

Hence it is very important and complex task for the computer to analyse the natural language to get 

a more accurate opinion from large database. Natural language processing (NLP) is one of the tools applied on 

these reviews to retrieve an opinion from the reviews. The accuracy of prediction is measured at each algorithm. 

Generally NLP involves several steps like word tokenization, labelling, lemmatizing, parsing, stemming, and 

data analysis of data sets to perform sentiment analysis. In the recent days it became easier to analyse the 

natural language when compared to past with the help of NLTK library available in PyCharm. The user 

reviews collected from unprocessed open source data base called internet movie data base (IMDB) [4] which is 

first pre-processed and then classified based on the features defined. The use-full data or data patterns can be 

extracted by implementing various advanced data mining techniques. It is found that kNN algorithm is one of 

the best method used to classify when an unknown instance is presented to the supervised learning system 

and regression models. In the present paper, k-nearest neighbour (kNN) classification technique is used with 

artificial bee colony (ABC) to optimize the performance of kNN classifier. 

 

 

2. EXISTING TECHNIQUE 

In general classification plays very important role in categorising and predicting the group of data 

element with the involvement of artificial intelligence. Classification techniques are pulled into various 

extents such as data retrieval, signal processing, bio-informatics, robotics, and psychology [5]. The 

supervised learning system is used to gather and derive the purposeful dataset from the trained dataset. The 

training dataset contains the vector quantity and desired purposeful output [6], [7]. Different supervised 

machine learning algorithms in support of current work are: 

a. Linear algorithms 

 Logistic regression (LR) [8], [9] 

 Linear discriminant analysis (LDA) [10]-[12] 

b. Non-linear algorithms 

 Naïve-Bayes classifier (NB) [2], [13]-[16] 

 Support vector machine classifier (SVM) [13], [17]-[19] 

 k-nearest neighbours (KNN) [13], [20]-[22] 

 

2.1.  Linear algorithms 

2.1.1. Logistic regression classifier  

Schmidt et al. [8] and Vanashri [9] has discussed key points of logistic regression on movie review 

analysis. It is linear model which is also called as log-linear classifier or maximum-entropy (ME) classifier. 

A logistic function is used for deducing outcome. The cost function is minimized with L2 regularization. The 

problem of optimization solved with L1 regularization [8], [9]. It is proved that it produced best accuracy 

results when compared with query expansion. Table 1 depicts the comparisons with existing techniques. 

 

2.1.2. Linear discriminant analysis (LDA)  

Andrew [10] proposed that it outperforms than LRC. It is proved that the LDA produces 67% of 

accuracy on standard bench mark IMDB dataset. The logistic regression algorithm has limitation of analysis 

for two sample classification. This can be overcome by LDA analysis. When samples are separated the 

logistic regression becomes unstable. For single variable the mean and covariance parameters are measured 

at each sample. Similarly mean and covariance matrix is calculated for multi-variant input. The discriminant 

analysis is used in the case of categorization type datasets. The discriminant analysis is used when 

categorization is not preferred and interested odd relations of each snippet. LDA is used when tries to 

separate two or more events or classes. This type of linear classifier is used for dimension reduction. The 

LDA is mostly used for each observation of measurement of independent variable [11], [12]. 

 

2.2.  Non-linear algorithms 

2.2.1. Naïve-bayes classifier (NB) 

Padmavathi et al. [2], Adebayo [13], and Palk et al. [14] has discussed the merits of NB classifier 

and compared the results with other non-linear algorithms. It is proved that NB classifer able to produce good 

results when compared with LR and LDA algorithms. With NB classifier almost 75.5% of accuracy is achieved 

from user move reviews. The Bayes theorem is implemented on the feature pairs in this classification technique. 

Assume that there is a class variable ‘B’ and A1 to An are dependent vector features assumed through 

maximum likelihood, and hence the bayes is derived as shown in (1) [15], [16].  



                ISSN: 2252-8938 

 Int J Artif Intell, Vol. 10, No. 2, June 2021:  510 – 518 

512 

 

𝑃(𝐵 |𝐴1, … , 𝐴𝑛) =
𝑃(𝐵)𝑃(𝐴1,…,𝐴𝑛|𝐵)

𝑃(𝐴1,…,𝐴𝑛)
   (1) 

 

and, from the theory of independence it is derived as shown in (2). 

 

𝑃(𝐴𝑖|𝐵, 𝐴1, … , 𝐴𝑖−1, 𝐴𝑖+1, … , 𝐴𝑛)  (2) 

 

For every ‘i’ this can be written as, 

 

𝑃(𝐵 |𝐴1, … , 𝐴𝑛) =
𝑃(𝐵)𝜋𝑖=1

𝑛 𝑃(𝐴1|𝐵)

𝑃(𝐴1,…,𝐴𝑛)
   

 

Therefor the classification techniques can be applied with classification as, 
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where, P(B|A) is the probability of subsequent target B for a given attribute A. 

P(B)  is the probability of a class of values. 

P(A|B)  is the probability of a predictor of a given target 

P(A)  is the past probability of occurring of the attributes. 
 

The confusing factors may cause uncertainty in record prediction. This method isolates the noise factors and 

irrelevant attributes while assessing conditional probabilities.  

 

2.2.2. SVM classifier 

Adebayo [13] has analysed movie review dataset with SVM classification and proved that SVM is 

superior to NB classifier with subjective feature extraction. It is shown that almost 80.5% accuracy is 

achieved with SVM classification technique. SVM was first introduced by Cortes and Vapnik and modified 

later [17], [18]. The SVM mostly used on multi-dimensional space. Hence SVM has the capability of multi-

class classification. SVM uses input space for computing kernels [19]. Here every data set represented as 

vector categorised as class. In the sequence of procedure the margin between classes is measured. The class 

margin helps to reduce uncertain decisions. 

 

2.2.3. K-nearest neighbours (KNN) 

Dudani [20] and Halil [21] presented different techniques along with kNN classification. Distance 

weighted kNN produced 92% accuracy in opinion evaluation of the user movie reviews. The KNN algorithm 

saves all newly classified and existing snippets based on distance function. The statistical estimation of 

prediction analysis can be done with KNN algorithm with non-parametric estimation technique. The word 

snippets are considered by assigning ranks to the specified snippet. The rank is assigned by majority of the 

neighbouring data classification. In the rank based analysis kNN is recognised as best suitable algorithm for 

data analysis. The nearest neighbours are classified and analysed with the help distance function [22]. Hence 

forth the datasets are labelled and trained. The hamming distance is used in the definite variable case of 

dataset. In the case of word analysis if the corpus data word is nearest to the positive or negative snippet in 

the dataset then the distance is ‘0’ otherwise the distance is ‘1’. The KNN is one of the prominent algorithms 

used when there is no idea or little knowledge about the dataset to be classified. In the present paper the kNN 

algorithm also tested with optimization technique called artificial bee colony (ABC) to enhance the 

prediction rate. The unknown datasets are classified with reference to different numbers of ‘k- neighbours’. The 

population increase as the neighbours space increase. This may lead complexity in computation which further has 

impact on accuracy. This problem is overcome with the help of ABC algorithm which is discussed in section 4. 

 Hamming distance 

The kNN is a non-parametric algorithm and stores all the existing circumstances or cases and 

accordingly derives a new class of case. The new class of cases are purely depends on precise distance 

measured between k-neighbour data points. The distance between two data points is measured by similarity 

measure or distance measure. There are several distance functions effectively involved in deriving a class of 
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a case. Some of the functions are Euclidean, Manhattan, and Minkowski distance functions [23]. But all the 

three distances are used in continuous variable classification. Euclidean distance represented as, 

 

𝑑(𝑥, 𝑦) = √
∑ (𝑥𝑖−𝑦𝑖)

2𝑘
𝑖=1

𝑘
 (3) 

 

where, x and y are points are a line segment. Such as, x=(x1, x2,…, xi) and y=(y1, y2, …, yi) and ‘k’ in (3) 

represents the dimensionality of the feature space. 

Cosine Similarity represented as, 

 

cos 𝜃 =
𝐶1
→ 
.𝐶2
→  

‖𝐶1‖‖𝐶2‖
  (4) 

 

In (4), the numerator represents the dot product of two vectors C1 and C2, and the denominator 

represents the product of Euclidean distance. Minkowski is a generalized similarity measuring formula of 

Manhattan and Euclidean distance measurement. It is represented in (5). 

 

𝑑𝑚𝑖𝑛𝑘𝑜𝑤𝑠𝑘𝑖(𝑥,𝑦) = (∑ (|𝑥𝑖 − 𝑦𝑖|)
𝑟𝑘

𝑖=1 )
1
 (5) 

 

In (3), x and y represents two points and ‘r’ value is a real values and always lies between 1 and 2. 

The default value of ‘r’ is 1. When r is 1 it is called Manhattan distance function and if r=2 it is called 

Euclidean distance function. Manhattan distance between two points on a line is represents as shown in (6). It 

is a similarity measure of real vectors.  

 

𝑑(𝑥, 𝑦) = |𝑥𝑖 − 𝑦𝑖| + |𝑥𝑖 − 𝑦𝑖|  (6) 

 

where x and y in (4) represents x is any point on line and y is a testing point. 

Hamming Distance is one of the easiest representations in similarity measurement. It returns 1 if 

there is no similarity identified and returns 0 otherwise. It is represented as shown in (7). x_ds and y_ds are 

two data tuples in data set. It is a measure of similarity between binary vectors. 

 

 𝑑𝑖𝑠𝑡(𝑥𝑑𝑠 , 𝑦𝑑𝑠) = 𝑑𝑒𝑓 {
0 𝑖𝑓 𝑥𝑑𝑠 = 𝑦_𝑑𝑠
1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    

 (7) 

 

Need of hamming distance: In the case of classification of categorical variables hamming distance is 

suitable. Based on the type of input variable it is very easy to select a specific type of distance function. In 

most of the cases Euclidean distance function is used to find the similarity measure [24]. Euclidean function 

is suitable when the input variables are similar. If input variables are not same, Hamming function is 

preferable. In the present paper the hamming distance code is implemented in kNN. Are considered. Hence the 

similarity between data tuples in k-dimensional space is measured with help of Hamming distance function.  

With the above discussions it can be conclude that, the linear regression is mostly used when the 

target output is come close with straight line. It is easy to represent regression when the system contains 

single predictor. Where the straight line is not necessarily become straight line in non-linear like linear 

regression. The demerits of linear regression can be overcome with LDA. In non-linear regression the 

prediction model depends on independent values. The Naïve Bayes classifier can be suggested when there is 

a strong evidence of independent features of attributes. NB classifier further best fit with training examples 

with supervised training. The baseline for development of NB classifier is for text recognition, and automatic 

opinion prediction in politics, sports, movies, and etc. The performance of NB classifier is more advanced by 

including SVM. In NB classifier evaluating of maximum likelihood consumes linear time unlike other types 

of classifiers. In most of the classifier types iterative approximations are executed for estimation. The main 

advantage of NB classifier is it considers only few hypotheses from hypothesis space. But, there is a chance 

of diminishing the accuracy. The NB classifier can alter the dependencies exists between attributes. 

The accuracy scaled with different ranges with different algorithms. The SVM is selected for better 

accuracy and most of the cases it produced the results with 87% [25], [26]. Comparatively the LDA and LR 

models are able to produce results with diminishing accuracy of 67% and 83% respectively. The NB 

classifier is also able to produce good accuracy 77% results when compared with above models [2]. 

Unlike NB classifier the kNN classifier has no training period hence it is called lazy learner. In the 

present work kNN classifer is chosen as it learns from training dataset while forecasting real time predictions. 

This feature demands kNN algorithm where faster responses are required. kNN algorithm does not require 
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any training data at initial stage, new datasets can be added at real time without having any impact on 

accuracy in prediction. In the present work chunks of movie review data sets are used. 

In kNN algorithm the computational complexity is high when there is a large volume of dataset. 

This increases the difficulty of finding the distance in every dimension of data. Normalization and 

standardization is done on the dataset before kNN is applied to any dataset. These imperfections lead the 

algorithm poor performance in opinion mining. The performance can be further increase by optimization 

schemes such as ABC algorithms 
 

 

3. IMPLEMENTATION 

In the present work the analysis is done with Python which is a high level strong, robust and 

dynamic programming language, and provide flexible and extensive library. It supports various Machine 

learning algorithms to evaluate the performance of various classification techniques. Pre-processing is an important 

step involved in text mining. The standard steps involved in opinion mining concept are shown in Figure 1. 
 

 

 
 

Figure 1. Data flow diagram of standard process for opinion mining 
 

 

3.1.  Levels of sentiment analysis 

The level of sentiment analysis is very important and they are selected as per the user criteria. 

Various level of sentiment analysis is represented in Figure 2. 

 Document level: Compute the polarity of individual sentence or word and combine all polarity values to 

append the polarity of the document. 

 Sentence or phrase level: In this approach find the sentiment of individual word in the sentence and 

evaluate the polarity of the whole sentence. 

 Feature level: In this approach the sentiment is extracted from the features of the product and by 

identifying the product.  

 Word level: This is the mostly used approach, first one is dictionary based and second one is corpus 

based approach. In dictionary based approach the words are marked manually. The dictionary data set 

grows by searching synonyms and antonyms from dictionary. But this approach failed in dealing words 

with context specific or domain specific classification. In corpus based approach, words are added to 

dictionary with respective to domain specification. The set of related words grows in corpus dictionary 

by semantic or statistical techniques. Accuracy of such schemes can further optimized with parallel 

processing elements.  
 

 

 
 

Figure 2. Levels of sentiment analysis 
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4. OPTIMIZATION TECHNIQUE FOR CLASSIFICATION 

The classification techniques are applied on publicly available dataset like international movie 

review data base [4]. A small subset of IMDB is used for the purpose of evaluating the best classification 

technique in-order to analyse the various types of data. Different classification techniques are implemented 

here inorder to evaluate the best method which is predicting with more accurate results. In the present work it 

is observed that kNN is producing good results in-terms of accuracy. The accuracy obtained in kNN further 

improved with optimization technique artificial bee colony (ABC) algorithm. The average accuracy is 

measured by retrieving target snippets from the database contains user opinions on the movies is shown in 

Table 1. More than 100 datasets are used for training the system. The accuracy is calculated using the 

fundamental formulae shown in (8),  

 

(𝑇𝑝 + 𝑇𝑛)/(𝑇𝑝 + 𝐹𝑝 + 𝑇𝑛 + 𝐹𝑛) (8) 

 

where, the Tp is true positive, Tn is true negative, Fp is false positive, and Fn is False negative. The true 

positive (Tp) is defined as document is identified as positive and recognised as positive. The False Positive 

(Fp) is defined as document is identified as positive but it is not positive. Similarly, the document is identified 

as negative and it is truly negative then they are called true negative (Tn). The document which is identified 

as negative but it is not really negative then they are called false negative (Fn). 

In the present work unprocessed html files are collected, which contains 27886 user reviews on 

different movies downloaded in archive format. The IMDB data is broken into several datasets contains 

individual user review files. The whole database is decomposed into subsets of database in order to optimize 

the quality of the prediction [27]-[31]. Out of which 32 datasets are selected for testing. Individual dataset is 

tested using various linear and Non-linear algorithms.  

In the present work mixed results in terms of accuracy are obtained with different algorithms 

implemented on different sizes of data sets. The average accuracy is calculated at each algorithm 

implemented on different data sets and is shown in Table 1. The accuracy and time complexity of KNN is 

further improved by testing with artificial bee colony (ABC) algorithm [32]-[34]. The time complexity 

increases as the k neighbours increases. The time complexity further optimized with continuous training. The 

ABC algorithm implementation procedure is explained in the following paragraphs. The results are presented 

in Figures 3 and 4. 

 

 

Table 1. Average accuracy measured through various algorithms 
Name of Data Base Name of the Algorithm Average Accuracy (%) 

IMDB 

LR 67 

LDA 83 

NB 87 
SVM 91 

When k=3 

KNN 76 
kNN with ABC 87 

When k=5 

KNN 81 
kNN with ABC 87 

When k=20 

KNN 86 
kNN with ABC 91 

When k=32 

KNN 91 
kNN with ABC 94 

 

 

4.1.  ABC algorithm 

The employee bees based on the selected attributes will carry the hotspots of the data that is the 

locations of the datasets to the hive. Based on the attributes the datasets are classified into categories like 

positive, negative, or neutral type data reviews. In Figure 3 the numbers are indicating the indexes of the 

identified dataset. The nearest neighbours with relevant features are clustered into one k-space. 

The employee bees memorize information and carries to the hive. Then onlookers in the hive will 

directly goes to the particular location in order to collect the required reviews from the data sets for analysis. 

It finally analysed the types of reviews whether they are positive, negative, or neutral. If the particular data 

set contains more positive words (positive dataset) then the result will be displayed as positive. If the 

particular file in the dataset contains more negative words then it display negative. The positive or negative 

oriented results are depends based on the attributes set at the classification. The results including the sum of 
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all hypotheses are shown in Figure 4. The ABC can be implemented in association with KNN algorithm 

which can be combinable to enhance the accuracy in the predicted results.  

For instance, when k is set to 20 then the ABC algorithm will collect all relevant and find the nearest 

neighbours based on its distance calculated with hamming distance. Figure 4 is showing a snap shot taken 

while the ABC algorithm is running to evaluate the positive reviews from the datasets. With proper training 

the employee will directly goes to the locations of the positive reviews. The onlooker results and employee 

memorization values can be matched from Figure 3 with Figure 4. For reader point of view the program is 

developed in such a way that the file name observed in Figure 4 is appended with the employee bee 

memorized value. For instance in the file name ‘preprocessed_doc29.txt’, the number 29 represents the 

employee collected (memorized) value from database. The ABC algorithm implemented for the present 

context is explored in Figure 5. The ABC algorithm is implemented on pre-processed data. 

 

 

 
 

Figure 3. Hotspots of the data sets collected by employee bees 

 

 

 
 

Figure 4. Analysis of the opinion evaluated from the datasets 

 

 

 
 

Figure 5. ABC algorithm used for opinion mining 
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4.2.  Random distance weighted ABC kNN algorithm  

In the present work kNN algorithm is implemented with ABC non-parametric algorithm with 

hamming distance inorder to improve the accuracy. The method is proposed to optimize the weights for each 

data set of random query identified around nearest k neighbouring positions. The proposed algorithm divided 

into two stages. In the first stage the test or query data set is assigned with optimal weights (food source) at 

each k-value using ABC algorithm. In the second stage the kNN algorithm assigns the class to the query data. 

The proposed hamming distance based ABC kNN algorithm is shown below. 

Step 1: Initialise colony size and k-value 

Step 2: Assign index to each food source i.e for each data set. 

Step 3: for each dataset to be test 

 Compute the hamming distance to find the nearest neighbour (s) 

 Run the ABC algorithm 

 Memorize these values 

 Store the best weights against the memorised values 

Step 4: Assign the class label based on the best weights assigned by hamming distance code  

Step 5: repeat step 3 and step 4 for all query sets  

Step 6: end  

 

 

5. CONCLUSION 

In this paper the importance of classification of user reviews on movies is presented. In the present 

work the existing classification schemes such as LR, LDA, NB, SVM, kNN, distance based KNN-ABC are 

discussed and compared in terms of average accuracy. It is observed that out of all classification techniques 

kNN with ABC model is producing best accuracy readings. When comparing with other algorithms the kNN 

produced fair reading of accuracy 71% is obtained on IMDB datasets. Similarly the kNN classification with 

ABC is further implemented to analysis user opinion. kNN alone has accuracy of 76% classification and in 

the present work the results are optimised to 94% of accuracy with hamming distance based kNN in association 

with ABC. The optimization of searching rate and retrieving dataset which are best fit k-neighbours with the 

target function is achieved with ABC algorithm. 
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