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 Quality is the most determining factor for any product. Optimal care and 

best measures are to be taken in assessing the quality of any product. This 

work deals with determining the quality of wine using intelligence-based 

learning techniques. In order to estimate the quality of wine, several 

experiments are performed on wine datasets. The main purpose of our work 

is to study and discover an efficient machine learning (ML) model that could 

determine the quality of wine given some Physico-chemical features. This 

study establishes that selecting important features to evaluate rather than all 

of them can lead to improved forecasts. According to the results, this 

approach may provide people who are not wine experts a greater opportunity 

to choose a fine wine.  
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1. INTRODUCTION 

An alcoholic beverage derived from fermented grapes is called wine. By consuming the sugar in the 

grapes and converting it to ethanol, carbon dioxide, and heat, the yeast is utilised to prepare wine. Red wine, 

rose wine, white wine, and other wine types are produced using various grape varietals and yeast strains. 

White wine is a type of wine that undergoes skin-free fermentation [1]. While preparing the wine, its quality 

must be tested to verify the acidity and pH level. Currently, the food industry incorporates advanced 

technology for their developments. 

In such a way, machine learning (ML) models was applied for the classification of wine quality by 

the food industry for their research quality management. As the demand for wine is drastically increasing 

these days, the urge to better estimate its quality has become the need of the hour. Wine quality prediction is 

a part of wine informatics where we predict the quality of the wine. Wine quality and its certification can be 

done based on its Physico-chemical properties or by sensory tests. Physico-chemical properties include pH, 

dissolved salts, sodium levels, the acidity of liquid and conductivity. Since human specialists are mostly used 

in sensory testing and taste is the sense that humans understand the least, this is a challenging task. 

This work involves determining the quality of the wine using artificial intelligence-based learning 

methods. The process of wine quality prediction using ML involves constructing a trained model based on 

the available input data. The model should predict the value accurately, thus minimizing the error and 

https://creativecommons.org/licenses/by-sa/4.0/
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increasing the overall performance. Many of the existing algorithms like logistic regression [2], support 

vector machine (SVM) [3], decision tree [4], Adaboost regression [5], [6] are suffering from performance 

problems. To ensure better performance, the obtained results are evaluated using evaluation metrics, namely 

accuracy, recall, precession, F1 score [7], [8]. A good evaluation metric helps in better estimating the 

performance of the model. The evaluation metrics should be chosen such that they suit the current problem. 

The task of any quality prediction comes under supervised learning as the target variable is already 

known. Generally, for the continuous data, regression techniques are used. The regression models intended to 

find a function F: X->Y, given X and Y. Independent input variables (X) are mapped to dependent output 

variables using this approach (Y). From labelled training data made up of a collection of training instances, 

the regressor function is derived. Finally, the regressor function F should correctly predict the output value 

for unseen input tuples [9], [10]. 

This work estimates the quality of the wine as ranging from 0 to 10, based on different Physico-

chemical features. The quality estimation of wine would help both the sellers and the buyers of the wine 

understand the quality of wine and the levels of different ingredients contained in the wine. Here we use 

different types of regression algorithms and identify the one which performs the best by using evaluation 

metrics. The learning models are optimized to choose the best-performed model for obtaining better results. 

The remainder of the article is structured. The essential research studies on the practises of ML are 

detailed in this section. The suggested approach, tools, and algorithms of this study are covered in section 2. 

The performance outcome of the prediction is compared and analysed with various metric performances in 

section 3. Enhancements to the features round up section 4. 

This section summarizes the usage of ML techniques for wine quality estimation. The investigation 

of the relationship between wine qualities and quality was done by Chen et al. [1]. To perform this study, 

they took region-specific wine samples consisting of 1200 different wine reviews and constructed a dataset. 

The dataset contains the attributes regarding the flavors used to prepare the wine. The authors used variables 

taken from wine reviews to estimate the quality of the wines using an association rule-based classification 

system. Support and confidence metrics were used for each association rule generated from the dataset. 

However, this paper only concerns wines belonging to a particular region. Authors had concluded wine 

reviews might help as a basis for Prediction of quality by drawing association rules from the reviews. 

Fan et al. [9] has performed the statistical analysis and developed a mathematical model application 

that describes whether the physical-chemical indicators can alone predict the quality correctly or not. To 

conduct this study, firstly, they took evaluation results of 2 sommeliers. They conducted three different 

statistical tests to conclude the result. The first test is fitting analysis, and it deals with calculating significant 

differences between the evaluation results of both sommeliers. The second test is the variance analysis; here, 

the results from this are more dependable. This test uses different statistical measures like total difference and 

group difference. The final test is the Q cluster analysis. This test finds the effect of physical-chemical 

components on the quality of the wine. Further, they analyzed the dataset to find whether physical-chemical 

components can be used to predict wine quality. The model concludes that when physical-chemical 

components are alone used to predict the quality of wine, they may not give accurate results. 

Hu et al. [11] has constructed a model to predict the quality of wine by balancing the imbalanced 

data. The authors have developed the model using the balanced percentage of data. The remaining percentage 

of imbalanced data was applied with the synthetic minority over-sampling technique (SMOTE), which 

increases the number of cases to make the data balanced. They have used different classifiers, namely, 

adaptive boosting, decision tree, random forest, and concluded that the random forest techniques produce 

desired results when applied to imbalanced data. For concluding the best classifier, they have calculated 

different performance metrics, namely sensitivity, specificity, accuracy, and error rates before and after 

applying SMOTE. This technique had reduced the over-fitting problem, and SMOTE along with random 

forest gave the best results. Aich et al. [12] also used the classification, linear, non - linear classifiers, and 

probabilistic algorithms on a balanced dataset. Some feature selection techniques such as genetic algorithms 

based and simulated annealing-based feature selection to evaluate the performance of the prediction. The 

authors had concluded that the SVM classifier gives the best results for red and white wine datasets. 

Andonie et al. [13] had focused on cost minimization by finding the best features that correctly 

predict the quality of the wine. So that it can collect the required best features to predict the quality, thus 

reducing the cost. In doing this, they have used a separate wine dataset of their own and data quality predict 

by some wine experts. In their study, they have ranked the features that best predict the quality. The ranking 

is age, co-pigmentation, region, total SO2, isobutanol, color intensity, volatile acidity, polymeric 

anthocyanins, color anthocyanins, total phenols, Brettanomyces, free SO2, pH, acetic acid bacteria, lactic 

acid bacteria, ethanol, titratable acidity, active amyl alcohol. Also, the author has analyzed the cost estimation 

and accuracy for different sets of features. 
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Nebotl et al. [14] had used fuzzy techniques, namely fuzzy inductive reasoning (FIR) and other 

genetic fuzzy systems, to predict wine quality. FIR is based on fuzzy logic and ML. Among all the 

techniques, they found that FIR gives the best results as it takes less computational time for obtaining the 

system model and performing Prediction. They concluded that the results obtained by fuzzy techniques are 

really appropriate for different aspects of the wine industry. Also, based on their observations, they suggested 

that fuzzy logic is not always accurate. 

Cortez et al. [4] had developed prediction models using neural networks, linear regression, and 

support vector machines (SVMs). Each one of them used large data sets for the predictions. The authors have 

concluded that SVM gives better results when compared to regressors and neural networks. Also, for better 

accurate results, rather than all the variables or features, they selected few variables to predict the target 

variable. The best variables are selected based on the impact of the target variable [3]. 

Yesim [5] had presented a method to predict wine quality based on physicochemical properties 

using classification techniques. For the experiments, the authors took two large data sets containing white 

wine and red wine; and classified them using the random forest algorithm. They used the K nearest neighbor 

and support vector machines (SVMs) for classifying the data. Based on the observations authors suggested 

that the random forests give the best classification. The outcomes are categorized in percentage by applying 

cross-validation mode or split percentage mode. The authors infer from the results of the main component 

analysis that the quality classification decreases in white wine and increases in red wine in both cross-

validation and split-rate mode. 

 

 

2. METHOD 

Quality is the most determining factor for any product. Hence, optimal care and best measures are to 

be taken in assessing the quality of the product. In order to estimate the quality of wine, a system should be 

developed for predicting the quality of a wine based on the acidity levels and ingredients of the wine. This 

work aims to determine an efficient ML model that could estimate the quality of wine given some Physico-

chemical features. The best quality of wine can be manufactured and made available for consumers. 

In the present scenario, the existing system requires chemical titrations to be performed to determine 

the quality of the wine. One of the other ways of finding the quality of wine is by human expertise. The 

major drawback of this method is the taste of the wine will change significantly by the time it will be 

consumed [14]. ML techniques are used in this work for solving the problem of wine quality testing. Since 

features like acidity and volatility determine the wine's quality, a regression model can be developed from 

these features. In this way, the quality of the wine could be predicted, aiming at producing an efficient model. 

The main functionality of the work is to return the quality value of wine when a set of input physio-

chemical properties are provided. To attain this, a dataset containing a large number of wine samples is 

considered. In order to ensure that the data is clean and ready for use, data exploration and data preprocessing 

are performed. Through data exploration, we can get a clear insight into data. Data exploration can be better 

understood by using visualization techniques. Data preprocessing helps find and replace the missing values, 

detect outliers and duplicate values. If they are of low significance or misleading, the values can be removed 

from the dataset, increasing the prediction standard. 

The model construction requires algorithms that should be trained on our dataset and evaluate.  

This is done by using evaluation metrics called accuracy, precisions, recall, and F1 score. Once the model 

construction is completed, it finalizes a well-performed model based on the evaluation metrics for further 

optimization. Optimization helps increase the model’s performance by finding better hyper-parameters  

like n-estimators, max-features, max-depths, and criteria to be provided for the model. The obtained  

hyper-parameters are passed to the finalized model, and the model is trained using them. The final trained 

model is used for estimating the quality of the unseen tuples in the future. 

 

2.1.  Experimental setup 

The tools such as Anaconda, Jupyter Notebook, and python are adopted for the proposed work on 

wine quality estimation. The ML libraries required for this work are sklearn which contains various 

regression algorithms, including random forest model, SVM, Adaboost regressor, and decision tree. The tool 

pandas are used for loading the dataset and data manipulation. The numpy provides support for mathematical 

and scientific operations on data. Finally, matplotlib which are used for visualizing the data. 

Anaconda is an open-source distribution for performing data science and ML on any platform. 

Anaconda helps quickly download and manage libraries required for all the ML tasks for the wine quality 

estimation [5]. Python code may be written and executed using the free and open-source online application 

Jupyter Notebook. It also includes data visualization, data cleaning, and other ML related to the wine quality 

estimation tests [15]. The current work was simulated using the 8 GB RAM, Intel core i5 processor, 120 GB 

of Hard disk space, and Windows 10 operating system. 
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2.2.  Data source 

The dataset for the wine quality estimation testing is taken from University of California, Irvine 

(UCI) Machine Learning Repository. The dataset consists of some physicochemical characteristics of red 

wine from the Vinho Verde region of Portugal. Only the physicochemical variables and the output variable 

are supplied due to logistical and privacy concerns and do not contain any information about wine brand and 

selling price. The dataset has 1359 rows and 12 columns [3]. The 12 variables and their description are,  

− Fixed acidity: acids associated with wine are fixed or non-volatile. 

− Volatile acidity: the volume of volatile acids. 

− Citric acid: It is found in minute amounts and gives wines freshness and taste. 

− Residual sugar: the remaining sugar after fermentation has stopped. 

− Chlorides: the number of salts in the wine. 

− Free Sulfur dioxide: the wine's oxidation and microbiological development are stopped by the free form 

of SO2. 

− Total sulfur dioxide: the amount of free and combined forms of SO2. 

− Density: depends on the percentage of sugar content and alcohol. 

− pH: describes how acidic or basic the wine is on a scale of 0-14. Acids fall under the pH range of 0-7. 

Wines have a pH between 3 to 4. 

− Sulphates: an additive to wine that contributes to SO2 levels. 

− Alcohol: the alcohol percentage in the wine. 

− Quality: It is the output variable ranging from 0-10. 

 

2.3.  Algorithms and techniques for quality estimation 

The algorithms used in this work are logistic regressor, decision tree regressor, SVM, Adaboost 

regressor, and random forest regressor. A statistical technique for analysing a dataset in which one or more 

independent variables produce a result is called logistic regression. It is used for binary scoring. By fitting 

data to a logistic or sigmoid function, it predicts the likelihood of an event occurring [15]. 

For a more precise and reliable forecast, random forest constructs many decision trees and combines 

them. In a random forest, the process for splitting a node only takes into account a random subset of the 

characteristics. Using random criteria for each feature rather than looking for the best feasible thresholds 

might even increase the randomness of trees (like a normal decision tree does). In general, a forest appears 

more robust the more trees there are in it. Similar to this, the random forest classifier produces results with 

high accuracy the more trees there are in the forest [16]. 

A supervised ML approach called the SVM may be applied to classification and regression 

problems. However, categorization issues are where it's most frequently employed. In this approach, each 

data point is represented as a point in an n-dimensional space (where n is the number of features), with each 

feature's value having a specific coordinate value. Then, classification is carried out by identifying the  

hyper-plane that effectively distinguishes the two classes [17]. This work selects the hyper-plane that better 

segregate the two classes. Then it selects the hyper-plane with higher margin and robustness. Then, selecting 

the hyper-plane that correctly classifies the classes before optimizing the margin SVM has the advantage of 

ignoring outliers and choosing the hyper-plane with maximum margin. 

Models using decision trees as regressors have a tree-like structure. It divides a dataset into  

ever-tinier sections while also developing an associated decision tree progressively. A tree containing 

decision nodes and leaf nodes will be used to display the ultimate outcome. Additionally simple to 

understand is this regression algorithm. Hence, this regressor can be chosen for this work [4]. 

Boosting is a method of converting weak learners into strong learners. Adaboost regressor is also a 

boosting algorithm. Here, the output of a weak regressor is sent to the next level regressor by adding high 

weights to the values that it failed to predict. The next level regressor concentrates more on these  

high-weighted values and tries to predict them. This process continues until the number of iterations that the 

user had given or no more regression is possible. It is efficient, simple, and easy to program, and it is also 

resistant to over-fitting. So this regressor is also chosen for the proposed work [3]. 

 

2.4.  Performance evaluation metrics 

The predictions of the proposed results are analyzed using metrics like precision, recall, and F1 

score. The accuracy score metrics are used to evaluate the performance of applied models. Accuracy is used 

to calculate the performance of a model. It is used to know the accuracy of the learning models was over 

other existing models. This metric is used for the balanced type of dataset. The current adopted dataset in this 

work is having 719 ones and 640 zeros (nearly equal in number). Such that the dataset is balanced and hence 

is used metrics (1) gives the accuracy score calculation. 
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Accuracy score =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

Where TP is true positive, TN is a true negative, FP is false positive, FN is a false negative [18], [19]. There 

are other metrics called Precision, Recall, F1 score [20], [21]. 

The proportion of accurately predicted positive observations to all expected positive observations is 

known as precision. [20], [22]. It is given in (2). Recall is the proportion of accurately anticipated positive 

observations to all of the actual class observations that we have observed [20], [22]. The equation for the 

calculation of recall is given in (3). F1 score is the weighted average of Precision and recall [20], [22] as 

given in (4). 

 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

F1 score = 2 ×
(Recall × Precision)

(Recall + Precision)
 (4) 

 

2.5.  Data preprocessing 

Data preprocessing is a demonstrated technique for resolving any issues with the dataset. The 

preprocessing checks for any missing values, perform normalization on numerical data to reduce the range of 

values of variables if necessary and convert numerical to categorical data. If all the attributes in the dataset 

are numerical, there is no need for any encoding. This work also checks for duplicates on the dataset and 

takes action accordingly [22]. Figure 1 gives the various steps involved in data preprocessing. 

 

 

 
 

Figure 1. Data preprocessing 

 

 

Data Cleaning: The data may contain a large number of irrelevant and missing pieces. Data 

cleansing is done to handle this portion. It entails dealing with erroneous data and noisy data. Data that is 

noisy cannot be interpreted by computers. It may be produced as a result of poor data gathering, incorrect 

data input [23]. Data integration: A data preparation method called data integration gives customers a 

uniform picture of this data by combining data from many sources. Data transformation: This step changes 

the data in appropriate forms suitable for the mining process by attribute selection, normalization and 

discretization [24]. 

Data Reduction: Data reduction is done to reduce the dataset size by considering only those data 

features which are relevant to the task. While working with huge amounts of data and many features, data 

reduction technique helps increase storage efficiency, reducing data storage and analysis costs. It includes 

dimensionality reduction, data cube aggregation, and numerosity reduction. 

Data discretization is the process of grouping values into buckets or ranges, which reduces the 

number of potential values for the data and makes it discrete. The buckets themselves are handled as ordered 

and discrete values. Both numeric and string columns can be discretized [25].  
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3. RESULTS AND DISCUSSION  

In Figure 2, the bar graph represents accuracy values obtained by various models. The horizontal 

plane represents models, and the vertical plane represents accuracy values. The ML methods are evoluated to 

find the accuracy of different models. The accuracy of models is followed as for logistic regression it is 

0.621, for SVM classifier it is 0.625, for Adaboost classifier it is 0.0672, for the decision tree it is 0.665. 

Finally, for the random forest Classifier, it is 0.716. Actually, in the Figure 2, there are two random forest 

models called optimized and un-optimized. But to increase the model's performance, we used to optimize the 

random forest model by using hyper-parameters like max-features, n-estimators, max-depth, and criterion. By 

that, we got accuracy from 0.709 to 0.716. 

The random forest model has good accuracy above 70% because random forest models are based on 

decision trees. We used hyper-parameters like n-estimators, max-depth, max-features, and criterion. 

Basically, the dataset is divided into random subgroups. Only a random set of features are taken into account 

at each node of the decision tree to determine the appropriate split since the decision tree model matches each 

subset. Voting predictions from all decision trees calculate the final Prediction. So, the random forest model 

can be used by the wine industry to check the consistency of the wine before it can be published on the 

market. 

These existing results are taken from the references [5], [6], [12], [14]. Here along with accuracy, 

we have evaluated other metrics even though the dataset is balanced. Table 1 summarizes the accuracy 

performance results of various ML algorithms. In Table 1, the precision provides how relevant the positive 

detections are; the weighted Harmonic mean of accuracy and recall is used to get the F1 score. The recall is 

calculated as the number of accurate results divided by the number of results that should have been returned. 

Figure 3 illustrates performance metrics such as precision, accuracy, F1 score and recall. We may 

deduce from Figure 3 that the random forest method performs best in terms of accuracy, precision, and recall. 

Thus, it can be concluded that the food industry may use the random forest method to assess the quality of wine.  
 

 

 
 

Figure 2. Accuracy scores for ML algorithms 

 
 

Table 1. Performance analysis 
Algorithm Accuracy Precision Recall F1 Score 

Logistic regressor 0.621 0.653 0.648 0.650 

SVM classifier 0.625 0.623 0.750 0.680 
Adaboost classifier 0.672 0.692 0.716 0.704 

Decision tree 0.665 0.696 0.682 0.689 

Random forest 0.716 0.726 0.770 0.747 

 
 

 
 

Figure 3. Performance metrics 
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4. CONCLUSION 

This work estimates the quality of wine using various ML techniques. The results of each technique 

give different accuracy rates. Among those techniques, the random forest gives an accuracy above 70% to 

state the random forest gives the highest accuracy rate. Businesses are investing in new technologies to 

improve their production and distribution procedures as a result of the increase in wine consumption. The 

important phase of quality certification relies on human wine tasting at the moment. The experiments of this 

work show random forest ML techniques can predict a more accurate quality of the wine. Future forecasts of 

wine quality may need the use of various ML techniques and a huge dataset that can be used for tests. 
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