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 Two main methods to minimize the impact of electricity generation on the 

environment are to exploit clean fuel resources and use electricity more 

effectively. In this paper, we aim to change the user's electricity usage by 

providing feedback about the electrical energy consumed by each device. 

The authors introduced two devices, load monitoring device (LMD) and 

activity monitoring device (AMD). The function of the LMD is to provide 

feedback on the operating status and energy consumption of electrical 

appliances in a home, which will help people consume electrical energy 

more efficiently. The parameters of LMD are used to predict the on/off state 

of each electrical appliance thanks to machine learning algorithms. AMD 

with audio sensors can assist LMD to distinguish electrical devices with the 

same or varying power over time. The system was tested for three weeks and 

achieved a state prediction accuracy of 93.60%. 
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1. INTRODUCTION 

This paper is an extension of work originally presented in the 2019 International Conference on 

Advanced Computing and Applications (ACOMP) [1]. Electricity generation plays a significant role in 

increasing greenhouse gas emissions, and this situation is getting worse. In the US, electricity consumption in 

2018 was 16 times higher than that in 1950 [2]. Also, in this year, electric energy primarily came from three 

sources: residential (39%), commercial (36%), and industry (25%). It is clear that the highest proportion is in 

the residential section, so it’s needed to take measures to reduce electricity consumption from this source. 

According to [3], Sarah Darby estimated that could save up to 15% electrical energy if aware of the 

feedback on the power consumption of electrical appliances. Similarly, Sébastien Houde researched the 

effects of power consumption feedback on users on a large scale (1065 apartments in eight months) [4]. The 

results show that total power consumption reduced by about 5.7%. Furthermore, Carrie Armela pointed out 

that if users were given feedback on the energy consumption of each electrical appliance, they could 

consume 12% less electrical energy [5]. 

Instead of changing users' habits, Tsai et al. built a system to automatically monitor and adjust 

indoor electricity usage using machine learning algorithms [6]. Research shows that electrical appliances in 

idle or standby mode account for 3-11% of total indoor energy consumption. Therefore, the team trained the 

system to completely turn off electrical devices when not in use instead of operating in idle or standby mode. 

To accomplish this, many smart plugs with electrical metering and on/off functions are installed in the house. 

Since it is time-consuming and costly to integrate each smart plug into every device, in this paper, 

the authors move towards changing users' habits by providing feedback on power consumption levels. To 
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accomplish this purpose, the authors introduced a load monitoring device (LMD) to monitor the on/off status 

and power consumption of each electrical device in the house. Besides, an activity monitoring device (AMD) 

with an audio sensor is also used for the purpose of supporting LMD to identify electrical devices with the 

same power or continuously varying power over time. 

 

 

2. SURVEY ON MONITORING ELECTRICAL APPLIANCES 

Hart introduced the concept of non-intrusive appliance load monitoring (NALM) to indicate a 

system that identifies electrical appliances using only a single electronic meter [7]. Each electrical device has 

different active power (P) and reactive power (Q). Therefore, these two parameters are used as "Signature" 

for each electrical appliance. 

Applying hart's device identification method, Weiss et al. used a commercial digital meter and 

software on the phone to perform the device recognition algorithms [8]. The algorithms allow us to add a 

new device through the software on the phone and then save the parameters of this device in a database. The 

system has a recognition accuracy of up to 87%. Laughman et al. used harmonics as an identifier for each 

device [9]. The authors show that a computer and an incandescent bulb and have similar P and Q. However, 

only the computer can produce a third harmonic, and the incandescent lamp does not. Therefore, harmonics 

can be used to differentiate these two devices. 

Another method developed by Norford and Leeb is analyzing the transient state [10]. Each device 

with a different structure will have a different switching power at start-up. Srinivasan et al. used harmonic 

parameters as inputs to various machine learning algorithms for electrical device identification [11]. The 

results showed that the machine learning method multilayer perceptron (MLP) and radial basis function 

(RBF) gave similar results and were better than the support vector machine (SVM) method. Patel et al. 

observed noise occurring on the line every time a device was turned on/off or operating [12]. The authors 

point out that the resistive load does not cause noise in operation but does cause transient noise when turned 

on or off. Inductive and solid-state loads cause additional noise during operation. 

Lam et al. proposed a solution to use the voltage-current trajectory (V-I trajectory) as identifiers for 

each electrical appliance [13]. This method plots the graphs of voltage and current over one cycle and then 

relies on the shapes of graphs to analyze and classify electrical devices. Applying the V-I trajectory method 

in practice, Baets et al. used convolutional neural networks to analyze V-I trajectory images [14]. 

Because the application of machine learning algorithms in NALM is very potential, some papers 

evaluated the performance of some machine learning models in the NALM application [11], [15]. Kolter and 

Matthew have built a massive database for the development of identification algorithms [16]. The database 

includes information about the energy consumption of many devices in 10 homes for 19 days, with a total 

data capacity of up to 1 terabyte of raw data. In contrast, to reduce manual labeling data, Khaled Chahine 

developed a system that can extract the signatures and label them automatically [17]. 

Due to the hardware and software complexity in the NALM application, Semwal and Prasa focused 

on optimization algorithms using minimum features from smart meters [18]. Iksan et al. proposed a 

smoothing method for filtering out peak signals [19]. The system achieved better accuracy with this method. 

Instead of using electric meters, Laput et al. used only a printed circuit board (PCB) with multiple 

sensors [20]. This board can recognize not only electrical devices but also indoor activities such as 

opening/closing doors, removing tissue paper, and draining the faucet. In particular, most events have a 

significant impact on the microphone and the accelerometer. The test was conducted in many places and 

achieved an accuracy of 96%. 

A lot of research about device state recognition already published. Those researches mainly focus on 

new identifiers to solve problems that exist when using old identifiers. In this paper, common electrical 

parameters and the MLP network model are used to identify the states of electrical appliances. Besides, the 

AMD with a microphone is also used for the purpose of supporting the identification of electrical devices 

with the same power or continuous varying power over time. 

 

 

3. THE SCOPE AND NOVELTY OF THE PAPER 

The authors conducted the experiment in a private house instead of a large building. We do not 

perform the identification of electrical appliances whose powers change continuously over time. The AMD 

with a microphone is capable of analyzing acoustic noises from running appliances to differentiate them. This 

device has been built to support LMD to realize time-varying power as well as similar power appliances. 

However, in this paper, we have not developed algorithms to combine data of LMD with AMD. 

With the purpose of developing an accessible, easy-to-use, and low-cost measurement device, we 

have built the LMD based on open-source platforms (both hardware and software). The hardware schematics 

are relatively simple, with only voltage and current measurement channels. The Arduino software library is 
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extremely accessible to newcomers. Therefore, it is much less time-consuming for newcomers to be familiar 

with the device. Also, they can easily customize the hardware and develop new features for the device. 

As opposed to other mentioned papers in section 2, when the authors made many efforts to figure 

out new identifying characteristics from appliances, we use only some basic electrical parameters (e.g., 

voltage, current, and power) that can be obtained with the simple hardware to recognize household 

appliances. As demonstrated in [20], most events have an impact significantly on sound and vibration 

sensors. Thus, instead of using advanced electrical parameters (e.g., harmonics, noises on the line) that 

require complicated hardware, we only add the AMD with the microphone to support LMD to recognize 

appliances. 

 

 

4. PROPOSED SYSTEM DESIGN 

4.1.  Open-source design concepts 

The concept of open-source hardware was first released by Bruce Perens in 1997. Open-source 

hardware makes it easy for everyone to design and develop new features for their own projects. In addition, 

open-source software is said to be highly reliable because many communities are involved in debugging and 

testing. As a result, open-source will make it faster and easier for people to conduct their projects. Thanks to 

these reasons, open-source boards are also of great use for education [21], [22]. 

Arduino is a company that specializes in providing boards with open source in both hardware and 

software. Arduino provides an easy-to-use integrated development environment (IDE) that contains many 

simple functions and libraries in C++ languages. In this paper, in order to have an easy-to-customize 

measuring device, we developed a digital meter, LMD, based on the Arduino Due board. Similarly, a popular 

open hardware device is Shenzhen Xunlong Software's Orange Pi Zero board. This board uses a high-

performance ARM® Cortex™ -A7 microprocessor, so AMD uses this board to analyze sound and 

differentiate home electrical appliances. 

 

4.2.  System architecture 

As shown in Figure 1, there are two types of monitoring devices: LMD and AMD. The LMD is 

programmed to measure electrical parameters with a cycle of one second. LMD passes these data to a 

computer to run machine learning algorithms that predict the state of electrical appliances. In the following 

sections of the paper, the authors will analyze problems in using LMD to identify electrical appliances. The 

first problem is to distinguish devices with similar power consumption, and the second is to distinguish 

devices with varying power over time. Therefore, AMD equipment with the audio sensor is used to overcome 

these problems in the future. 

 
 

 
 

Figure 1. The proposed system model 
 

 

5. LOAD MONITORING DEVICE (LMD) 

5.1.  Hardware structure and measurement program 

Figure 2 shows the block diagram of the LMD. Because the LMD is integrated into the electrical 

panel, LMD are powered by the 220 VAC grid. The LMD measurement circuit includes the voltage and 

current measuring channel. The schematics of these measuring channels are built based on the reference 

design of microchip technology [23], [24]. Similarly, as mentioned above, the Arduino Due board is used as 

the central processing unit of the LMD. This block will process the signals from the voltage and current 

channels, display the calculated parameters on the linear complementary dual (LCD), send them to the 

computer via Wi-Fi, and store the energy consumed on the electrically erasable programmable read-only 

memory (EEPROM). LMD can measure six electrical parameters, which are voltage (Urms), current (Irms), 

active power (P), reactive power (Q), power factor (cosφ), and energy consumption (E). Urms and Irms are 

calculated by (1), as shown in Figure 2. 
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Figure 2. The hardware block diagram of LMD 
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Active power and reactive power are calculated from u(n) and i(n), as shown in (2). Where u(n), 

i(n), and i90-degree-shift(n) are instantaneous voltage, instantaneous current, and instantaneous current shifted by 

90 degrees. N is the number of samples. The sampling frequency is 2000Hz, the measurement data update 

rate is 1Hz, so N=2000. 
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 (2) 

 

5.2.  Appliance states detecting algorithm 

In recent years, artificial intelligent (AI) has become a phenomenon in the world. Machine learning 

(ML) is a subset of AI. Machine learning is traditionally divided into three main groups: supervised learning, 

unsupervised learning, and reinforcement learning. In this system, we combine the supervised learning 

method with a three-layer MLP to train the system in realizing the state of electrical appliances. As shown in 

Figure 3 and (3), the input, hidden, and output layers are represented by vectors x, a, and y, respectively. 

Matrix weight W and bias b represent connections between the two layers. 

 

 

 
 

Figure 3. Three layers multilayer perceptron (MLP) 
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As demonstrated in (4) describe the relationship between the input and output layer. Where l is layer number,  

l =1, 2, …, L (L is the last layer, a(0) is input vector, a(L) is output vector), g(z) is activation function which is 

sigmoid function shown in (5). 

 

𝑧(𝑙) = 𝑊(𝑙)𝑎(𝑙−1) + 𝑏(𝑙); 𝑎(𝑙) = 𝑔(𝑧(𝑙)) (4) 
  

𝑔(𝑧) =
1

1 + 𝑒−𝑧
 

(5) 
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First, we must determine the components of the input vector x and the output vector y. In this case, 

the input vector is the electrical parameters obtained from the LMD. The output vector is the on/off states of 

each device. The next step is to determine the optimum W and b matrices to show the relationship between 

the input and output vectors. With the supervised training method, a training data set is used to find these two 

matrices. The test data set is then used to test the predictive accuracy of the system. 

Active power P and reactive power Q are used as “Signature” for each device. Table 1 shows the 

power of some indoor appliances to be predicted in the experiment section. We can see from the table that the 

devices have different P and Q. 

Observing the load graph in Figure 4, each time a device is turned on or off, a rising or falling edge 

appears on the graph. The amplitude of the edge is the power consumption of the device that has been turned 

on/off. We developed an algorithm called “edge detection” to identify the potential edges. Even when no 

appliances are turned on/off, the total power is constantly changing. Thus, it is necessary to define a threshold 

value large enough for the algorithm to eliminate these fluctuations. In this paper, the oscillation threshold for 

P and Q are 15W and 8VAr, respectively. 

 

 

Table 1.  Specifications of some electrical devices used for the experiment 
No Appliance Real Power (W) Reactive Power (VAr) Power Factor (cosφ) 

1 Hairdryer (mode 1) 455 13 0.99 

2 Hairdryer (mode 2) 893 31 0.99 

3 Kettle 1 1374 5 0.99 

4 Kettle 2 1958 50 0.99 

5 LED lamp 22 11 0.89 
6 Compact lamp 65 -8 0.99 

7 Fan (with electronic circuit) 45 -12 0.96 

8 Incandescent lamp 60 0 1.0 

9 Chandelier 202 0 1.0 
10 Heating lamp (mode 1) 260 0 1.0 

11 Heating lamp (mode 2) 526 0 1.0 

12 Fluorescent lamp 30 69 0.4 

13 Heating bag 730 0 1.0 

 

 

 
 

Figure 4. Rising and falling edge when turning on/off the fan 

 

 

We have the following input vector of the MLP network: 

 

𝑥 = [
𝛥𝑃
𝛥𝑄

] 
(6) 

 

A total of 12 devices are used during the test, in which hair-dryer and heating lamp devices have 

multiple operating modes. Thus, the 32 outcomes are represented by vectors, as shown in Tables 2 and 3. As 

shown in (7) specifically describes a pair of input vectors x(1) and output vectors y(1). Where m is the number 

of data points collected, the matrices X and Y are the product of combining all m input and output vectors  
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(X ϵ ℝ2×m, Y ϵ ℝ32×m). These data are divided into two groups as the training set and test set. Training set is 

used to train the MLP model. The Test Set is used to evaluate the prediction accuracy of the MLP model after 

it has been trained. The goal of the training process is to find two optimal matrices W and b, so that the 

predicted outputs approximate the actual outputs. The difference between these two outputs is evaluated 

using (8) (the error function). 

 

 

Table 2. Output vector y 
Output 1 2 3 … 32 

y (Output vector) 

[
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0
0
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0 ]
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… 
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0
0
0
. . .
1 ]

 
 
 
 

 

 

Table 3. Output vector and device states 
Output State 

1 Hairdryer is on (mode 1) 

2 Hairdryer is off (mode 1) 

… … 
32 Heating bag is off 
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(8) 

 

Where ak
L

 is predicted output k of the output layer, yk is the corresponding label k in Training Set, K is the 

number of units of the output layer (K=32), m is the total number of collected data in Training Set. With cost 

function J, the value J is small when ak
L ≈ yk. The problem to be solved now is to find the minimum value of 

the function J; from there, we have the matrices W and b, respectively. Finding the minimum value of J by 

solving as shown in (8) is a complicated task, and thus Gradient Descent and Backward propagation are two 

useful algorithms to solve this problem [25]. 

Overall, the process of recognizing the on/off states of electrical devices is described in Figure 5. 

The computer will always collect the electrical parameters from the meter over Wi-Fi. Once all the 

parameters have been received, the computer runs the "edge detection" algorithm to detect the changes of P 

and Q. If it detects an edge ∆P and ∆Q, the computer runs the machine learning algorithm to identify which 

appliance has just been turned on or off. After that, the computer will return to collect new data from the 

meter. 

 

 

 
 

Figure 5. Process of identifying electrical appliance state 

 

 

6. ACTIVITY MONITORING DEVICE (AMD) 

The disadvantage when identifying devices from power P and Q is that it is challenging to identify 

devices with the same or continuously varying powers over time. AMD equipment is developed for small-

scale installations solely to address the two problems mentioned above. According to [20], the two sensors 

with the most data change every time an event occurs: the sound sensor and the accelerometer. Therefore, the 

authors use a microphone for AMD to implement system support for device recognition. In this paper, the 

authors only test AMD functionality but have not combined LMD to identify appliances. 

The hardware structure of AMD is illustrated in Figure 6. Direct current (DC) power is converted 

from a 220 V alternating current (AC) power line to supply the Orange Pi Zero board, a microphone, and a 

display. Orange Pi Zero runs Ubuntu Ambian operating system and supports Python language. We deploy 

Python’s libraries related to the fast fourier transform (FFT) algorithm for analyzing sounds from electrical 

appliances. 
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Figure 6. The hardware block diagram of AMD 

 

 

We performed an acoustic analysis from three typical electrical appliances, the hairdryer, the fan, 

and the microwave oven. Fan noise mainly comes from ball bearings and propellers when rotating. The 

sound from the hairdryer is generated by the heater, front and rear grids, and the air filter. The microwave 

noise comes from the cooling fan to make sure the magnetron does not heat up. Figure 7 comparing 

measurement results in the spectrum of Figure 7(a) fan (57-58 Hz) and Figure 7(b) hairdryer (900-940 Hz) 

after ten times of recording and analyzing the sound of three devices at a distance of 1 meter. Figure 8 

comparing measurement results in the spectrum of Figure 8(a) microwave oven (195-210 Hz) and  

Figure 8(b) all three appliances at the same time. It is clear that each device's feature still appears clearly 

when all of the three appliances operate simultaneously. Therefore, this feature can be used as the 

“Signature” for each device. 

 

 

 
(a)      (b) 

 

Figure 7. Spectrums of (a) fan VINAWIND QB 300Đ and (b) hairdryer PHILIPS HP 4840 

 

 

 
(a)      (b) 

 

Figure 8. Spectrums of (a) microwave oven DAEWOO KOG-1A4H and (b) three appliances 
 

 

7. EXPERIMENTS 

Figure 9 comparing device PCBs of Figure 9(a) the LMD board and Figure 9(b) AMD board. The 

two boards are based on open-source designs from Microchip/Arduino and the Orange Pi Zero. LMD can 

measure Urms, Irms, active power P, reactive power Q, power factor, and energy consumption E. The 

computer will receive these parameters from the LMD via Wi-Fi to perform the algorithm in Figure 5. The 

accuracy of both voltage and current channels is under 1% after being calibrated. 

The authors tested the monitoring system at the private house, including the bathroom, laundry 

room, and bedroom. The current transformer of the electronic meter was installed to measure power 

simultaneously in three rooms. The number of devices is listed in Table 1; some of them have multiple 

operating modes such as hairdryer and heating lamp, so a total of 32 on/off cases needs to be recognized. The 
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experiment was performed on weekday evenings (monday to friday). At the end of the week, the authors ran 

the test all day. The total duration of the experiment was three weeks. The MLP model was trained to 

recognize 32 on/off cases before conducting the experiment. A total of 215 data points were collected. The 

70% points for the Training set and 30% points for the Test set. After the end of 30000 iterations, the value 

of the error function J is 0.295. The prediction result is 93.65% accurate on the test set. After three weeks, the 

system predicted a total of 766 events, of which 49 were wrongly predicted. As a result, the system achieved 

a prediction accuracy of 93.60%. Figure 10 shows the active and reactive power graph during the 4th test day. 

After testing, the authors found some disadvantages of the current algorithm. Figure 11 comparing 

measurement power of (a) warmer bag and (b) washing machine. The algorithms based on P and Q perform 

poorly for devices with continuously varying power. For example, observe Figure 11(a), the power of the 

heating bag gradually increases by more than 240 W over time. Likewise, the power of the washing machine 

changes continuously between 1958 W and 2150 W in soaking mode as shown in Figure 11(b). Therefore, 

the algorithm is unable to obtain the correct ∆P value. Second, the system confuses devices with nearly the 

same power, such as incandescent and compact lamps (almost identical active power P). In some cases, the 

reactive power Q of the compact lamp is less than the detection threshold of the edge detection algorithm of 8 

VAr. The algorithm ignores this power edge, thus incorrectly predicting the incandescent lamp. We built 

AMD with the microphone to tackle the above two problems in the future. The first version of AMD using 

the Orange Pi Zero board. The three devices used in the recognition experiment are the hairdryer, the fan, and 

the microwave oven. The test was conducted at a distance from 0.5 to 2 m. At each distance, AMD predicts 

the device state multiple times to evaluate prediction accuracy. Table 4 shows the test results; we can see that 

the system is most accurate at a distance of less than 1.5 m. 

 

 

 
(a)    (b) 

 

Figure 9. Designing of the (a) LMD board and (b) AMD board 

 

 

 
 

Figure 10. Power consumption graph in 4th test day 
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(a)      (b) 

 

Figure 11. Power of (a) warmer bag and (b) washing machine 

 

 

Table 4. AMD test results 
 0.5 m 1 m 1.5 m 2 m 

Fan 40/40 (100%) 40/40 (100%) 35/40 (88%) 19/40 (48%) 
Hair Dryer 40/40 (100%) 39/40 (98%) 37/40 (93%) 25/40 (62.5%) 

Microwave Oven 20/20 (100%) 20/20 (100%) 19/20 (95%) 13/20 (65%) 

 

 

8. CONCLUSION 

This paper presents two devices call LMD and AMD. LMD is the electronic meter that is installed at 

the electrical panel of a room or a house. LMD provides information about power consumption in order to 

detect which electrical appliances are running. This device provides electricity consumption information of 

each electrical appliance to homeowners so that they can adjust their usage plans more efficiently. 

Meanwhile, AMD is equipped with the microphone; the function of this device is to provide more 

information on appliances with time-varying power or similar power. The authors have built the first version 

of the electrical equipment state recognition system using an open-source platform. The system applies the 

supervised learning method and the MLP model. Active power P and reactive power Q are used as Signatures 

for each device. The experiment was conducted over three weeks in three different rooms. The authors 

trained the system to identify 12 devices in which two devices have multiple modes. The accuracy of the 

system is 93.60%. However, during testing, the authors found that the system works inefficiently for devices 

with constantly changing power. It is also difficult for the system to differentiate devices with similar power. 

Therefore, the authors intend to combine data from AMD to solve the two analyzed problems in the future. 
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