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 This paper addresses the issue of image and video face retrieval. The aim of 

this work is to be able to retrieve images and/or videos of specific person 

from a dataset of images and videos if we have a query image of that person. 

The methods proposed so far either focus on images or videos and use hand 

crafted features. In this work we built an end-to-end pipeline for both image 

and video face retrieval where we use convolutional neural network (CNN) 

features from an off-line feature extractor. And we exploit the object 

proposals learned by a region proposal network (RPN) in the online filtering 

and re-ranking steps. Moreover, we study the impact of finetuning the 

networks, the impact of sum-pooling and max-pooling, and the impact of 

different similarity metrics. The results that we were able to achieve are very 

promising. 
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des Sciences et Techniques Mohammedia, Université Hassan II Casablanca 
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1. INTRODUCTION 

The massive advances in internet technologies and the proliferation of smartphones, digital cameras 

and storage devices led to an increase in the popularity of visual search applications such as image retrieval, 

video retrieval or precisely instance search. By comparing a query against a database, instance search is used 

to extract images or videos of a particular object from large databases. It has been commonly used in product 

recognition, property identification, and other applications [1]–[3]. 

We should note that in one hand, image-to-image retrieval is a well-known field where large-scale 

face image retrieval has recently attracted attention, and a wide variety of methods have been proposed for 

face recognition and retrieval [4]–[7]. Following proper adaptation, well-known techniques for image 

retrieval were used for face recognition/retrieval, such as bag-of-visual words (BoVW). Other recent studies 

used convolutional neural network (CNN) for the feature extraction task [6]. 

On the other hand, image-to-video retrieval [8]–[10] is an asymmetric problem where the lack of 

temporal information in images stops us from using standard techniques for extracting video descriptors 

[11]–[14]. Traditionally, image-to-video retrieval techniques are based on a classic extraction methodes of 

hand-crafted features scale invariant feature transform (SIFT) [15], and binary robust independent elementary 

features (BRIEF) [16]. Smaller effort has been made to adapt deep learning techniques. We can apply 

standard features for image retrieval [17]–[20] by processing each frame as an independent image. More 

recent works showed that is possible to use CNN for feature extraction when working on videos [21], [22]. 

https://creativecommons.org/licenses/by-sa/4.0/
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But not much work has been done in combining both, meaning having one pipeline for both image 

retrieval and video retrieval using one query image. Hence, in this paper, we investigate this issue. We are 

trying to retrieve the top N most relevant images and/or videos of an instance from a single image query 

instance. More specifically, we are working on face retrieval. In other words, giving an instance of a face in a 

query image, we are trying to retrieve the top N most relevant image instances and/or video instances from 

our database of videos and images of that specific face. 

The main contribution of this paper is to build an end-to-end pipeline, for both image and video face 

retrieval using one query image. The pipeline takes advantage of off-the-shelf and fine-tuned features from 

an object detection CNN. We tested the impact of multiple similarity metrics, different network architectures, 

max-pooling and sum-pooling as well as the impact of most common reranking strategies. 

 

2. RELATED WORK 

Visual search and retrieval are in general an indexing and querying problem for visual data, which 

can be further divided into categories depending on the query type and database used. The most studied field 

in visual retrieval is image-to-image retrieval, where we use a query image to find the most relevant images 

from an image dataset [23], [24]. Generally speaking, visual search and retrieval remains an issue of indexing 

and querying visual data. This issue can be categorized depending on the type of queries and databases used. 

The most studied area in visual retrieval is image-to-image retrieval, were a we use a query image to retrieve 

the most relevant images from an image dataset [23], [24]. Another area of visual retrieval is video-to-video 

retrieval where a query video is used to retrieve relevant videos from a video dataset [25]. A further variant is 

video-to-image retrieval in which we use a query video to search a dataset of images [26], it is usually used 

in augmented reality. And of course we have the image-to-video retrieval where we search a database of 

videos using a query image [21]. In this paper, we merge two of those areas: Image-to-image retrieval and 

image-to-video retrieval. We focus on both image and video retrieval using one query image. More precisely, 

we are targeting face retrieval. Meaning, giving a query face image we are trying to retrieve the most relevant 

images and/or videos of that specific face. 

Face retrieval is a difficult task because it is hard to adapt traditional image retrieval methodes (like 

bag of words) are difficult to apply to the field of face research [27]. Because the traditional descriptor based 

on the detection of key points (like SIFT) often fails due to the smooth surface of the face. Previous work, 

using a previously trained image classification convolutional neural network as a feature extractor, showed 

that it is more appropriate to use a fully connected layer for image retrieval [17]. Razavian et al. [28] 

Improved results by combining fully connected layers extracted from different image submatches. Later, the 

new work found that the convolutional layer is significantly better than the fully connected layer in image 

retrieval tasks [3], [28]. 

When working on image-to-image retrieval, a variety of CNN-based object detection pipelines have 

been proposed. In this paper, we are interested in Faster R-CNN [29], a CNN network created by Ren et al. 

They used a region proposal network (RPN) [30] in Faster R-CNN to remove the dependence of object 

propositions that exists in older CNN object detection systems. And, even though Faster R-CNN is designed 

to detect genral objects, Jiang and Learned-Miller [31] were able to highlight its impressive face detection 

performance, especially when retrained on a suitable face detection training set [6]. The current pipeline, that 

we are working on, uses off-the-shelf and finely tuned features of Faster R-CNN's end-to-end object 

detection architecture to extract global and local convolutional features in one pass and test their utility for 

image and video face retrieval using one query face image. We also test the impact of different similarity 

metrics, network architectures, max-pooling and sum-pooling, as well as reranking strategies. 

 

 

3. METHODOLOGY 

3.1.  CNN-based representations  

In our new pipeline, Figure 1, we examine the importance of using local and global CNN features 

extracted from pre-trained Faster R-CNN models [29] for image and video face retrieval. We use bounding 

boxs above our query images to define the instances that we are looking for. Faster R-CNN had two major 

parts that share a convolutional layer. The first one is RPN; it is a small neural network that glides over the 

last feature map of the convolution layers to predict whether an object is present or not, as well as the 

bounding box of those objects called windows. The second one is the classifier that learns to label each of 

those objects as one of the classes in the learning dataset [3]. 

As with earlier works [3], [32], and [33] our objective is to derive a compact image representation 

from Faster R-CNN activations. We construct the global descriptor by ignoring all of Faster R-CNN's layers 

that work with object propositions, and we derive features from the last convolutional layer. Taking the 

extracted activations of the convolution layer for an image or a frame into consideration, we group the 
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activations of each filter to form an image descriptor with the same dimension as the number of filters in the 

convolution layer. 

When working on constracting the local descriptor, the region pooling layer attached to the last 

convolutional layer is used to extract the convolutional activations for each of the object propositions 

gathered by the RPN for the local descriptor. This provides the capability of creating a local descriptor for 

every window proposal by aggregating the activations of that window in the RoI pooling layer. Sum-pooled 

features are l2-normalized in a manner similar to those described by several other authors [18], [32], followed 

by whitening and a second round of l2-normalization, while max-pooled features are only l2-normalized once 

without any whitening. 

 

 

 
 

Figure 1. Proposed pipeline’s architecture 

 

 

3.2.  Video and image retrieval 

The feature extracting is done offline where we create the descriptors for the images, the video 

frames and the query images. At testing time (the online portion of the pipeline) we follow the raking 

strategies described in this section. We start with a filtering step, where the query features are compared to all 

the dataset items and then ranked using a similarity measure. At this step, we are still considering the entire 

frame as a query. After the filtering step, we locally analyze and re-rank the N upper elements. It is the 

spatial re-ranking. Last, we use query expansion (QE), in which we combine the descriptors of the M higher 

elements of the first ranking with the query descriptor to conduct a new search (M=5). 

 

4. EXPERIMENTS 

4.1.  Utilized datasets  

To test our methods, we need to use a dataset of images and videos. We could not find one, so we 

decided to merge two existing ones. These are the datasets we used: 

− YouTube faces database [34]: The dataset contains 3,425 videos of 1,595 people, all of which were 

downloaded from YouTube. The database contains an average of 2.15 videos for each subject, with 48 

frames being the shortest clip and 6,070 frames being the longest. 

− FaceScrub [35]: 22,507 unconstrained face images amassed from the Internet. We added a framing box 

to the query images to surrounde the target faces. 

The datasets we used to fine-tune the network: 

− FERET [36]: This dataset has 3,528 images. We provide a framing box to the query images in order to 

surrounding the target faces. 

− FACES94 [37]: This dataset has 2,809 images. 

We also used the 55,127 unconstrained face images of the original FaceScrub dataset to fine-tune the 

network. When testing, we used 111 query images. 
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4.2.  Experimental setup  

According to previous works [3], [6], [21] deeper networks achieved better performance in 

extracting global and local features. Therefore, we decided to use the VGG16 architectures of Faster R-CNN 

and compare it with the ZF architecture to test the validity of the theory when working on both image and 

video retrieval. When working with the VGG16 architecture, the global descriptors are extracted from the 

last convolution layer “conv5_3” and are of dimension 512. And when working with the ZF architecture, the 

global descriptors are extracted from the last convolution layer “conv5” and are of dimension 256. For the 

local features, we group them from the Faster R-CNN RoI clustering layer. The global descriptors for the 

VGG16 architecture are extracted from the last convolution layer “conv5_3” and are of dimension 512, while 

the global descriptors for the ZF architecture are extracted from the last convolution layer “conv5” and are of 

dimension 256. We group local features using the Faster R-CNN region of interest (RoI) clustering layer. 

We also experimented with widely used similarity metrics to see which one is more suitable for our 

pipeline. We tested the following similarity metrics: Cosine similarity metric, Euclidien similarity metric, 

Manhatan similarity metric, Chebychev similarity metric, Minkowski similarity metric, Canberra similarity 

metric, and Corrolation similarity metric. The following specifications were used for the experiments: 

Processor: Intel(R) Core (TM) i7-7700K CPU 4.20 GHz, RAM: 16 GB, OS: Ubuntu 16.04, Graphics card: 

NVIDIA GeForce GTX 1070. 

We should note the extraction time for the VGG16 required an average of 16h 11min 30 seconds 

compared to an average of 7h 34min and 22 seconds when using ZF. This time difference can be explained 

by the sizes of the networks. The ranking took on average 2 seconds per query image; the re-ranking took an 

average of 16 seconds per query image, and when using the QE, the re-ranking took an average of 17 seconds 

per query image.  

 
4.3.  Off-the-shelf CNN features 

In this section we evaluate using Faster R-CNN features for face image and/or video retrieval. We 

have tested different similarity metrics, as detailed above. The results, displayed in Table 1, were similar and 

close, but the best results were obtained using the cosine and the euclidien similarity metrics combined with 

our re-ranking strategies with a precision of 55.4%. But with the other similarity metrics, the query expansion 

and the spatial reranking did not improve the results. 

Moreover, a comparative study of the sum and max pooling strategies of image-wise and region-

wise descriptors was also conducted, with the results summarized in Table 1. Sum-pooling is better than 

max-pooling, according to our tests. It also confirms that Faster R-CNN with a VGG16 architecture trained 

on pascal VOC datasets performed best, which is consistent with previous research that had demonstrated 

that deep networks could deliver better results when extracting global and local features. 

 
4.4.  Fine-tuning the CNN  

More importantly, we investigated the effects of fine-tuning a pre-trained network on recovery 

performance with the query objects to retrieve. We used the model VGG16 of Faster R-CNN pre-trained with 

the pascal VOC objects. We refined it using two datasets: 

− We refined the first network with FERET and Faces94 datasets and we called it VGG16 

(Feret and Faces94). Because of their small size, the Feret and the Faces94 datasets were combined, and 

the network’s output layer was modified to return 422 class probabilities and their corresponding 

bounding box coordinates [6] (the 422 counts for the 269 classes in the FERET dataset and the 152 

classes in the Faces94 dataset, plus one additional class for the background). 

− We refined the second network with using the FaceScrub dataset. We called it VGG16 (Facescrub). For 

this network the output layer was modified to return 530 class probabilities and their corresponding 

bounding box coordinates (530 classes, plus one additional class for the background). 

The initial parameters of Faster R-CNN as described in [19] did not change, but due to a reduced 

number of training samples, the number of iterations was reduced from 80,000 to 20,000. We use the refined 

networks of the tuning strategy (VGG16 (Feret and Faces94) and VGG16 (Facescrub)) on our image and 

video dataset to extract the descriptors and perform image and video face retrieval. Those results are 

presented in Table 2. This time the Manhattan similarity metric, also called city block, produced the best 

results. We should also note that the query expansion and spatial reranking slightly improved the results. 

When comparing the sum-pooling strategie to the max-pooling strategie of the image-wise and region-wise 

descriptors, sum-pooling gave better results than max-pooling with most similarity metrics. But max-pooling 

gave the best results when used with the Manhattan similarity metric with an accuracy of 76.2%. 

We also compared different Faster R-CNN architectures trained on different datasets. We 

determined that deeper networks gave better results, which is consistent with the literature. We also noticed 

the datasets, on which the network was previously trained, had the most impact on the results. As we can see, 
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when working with off-the-shelf networks, the networks trained on pascal VOC gave average results. But the 

best results were obtained when working with the networks trained for face classification, meaning trained on 

Fasecrub and Feret and Faces94 in our case. On that account, the VGG16 trained on Facescrub gave the best 

results because the nature of the photos in this dataset is more similar to the dataset that we are working on. 

Feret and Faces94 images were taken in a controlled environment, but Fasecrub images were amassed from 

the web and showcase the subject in different positions with different lighting setups and facial expressions 

which is closest to what videos can be. That is why the VGG16 trained on Facescrub gave the best results 

when used for retrieving face images and videos from a dataset of images and videos using one query image 

with a precision of 76.2%. So, we were able to improve the results with 13.7%. 

 

 
Table 1. Mean average precision (mAP) of pre-trained Faster R-CNN models trained with microsoft COCO 

or pascal VOC 
Metrics Models Pooling Ranking Re-ranking QE 

Cosine similarity metric VGG16 (Pascal VOC) sum 0.551 0.551 0.554 

max 0.538 0.545 0.544 

VGG16 (Microsoft COCO) sum 0.545 0.521 0.516 
max 0.524 0.525 0.522 

ZF (Pascal VOC) sum 0.550 0.539 0.538 

max 0.534 0.544 0.540 

Euclidien similarity metric VGG16 (Pascal VOC) sum 0.551 0.551 0.554 

max 0.538 0.545 0.544 
VGG16 (Microsoft COCO) sum 0.545 0.521 0.516 

max 0.524 0.525 0.522 

ZF (Pascal VOC) sum 0.550 0.539 0.538 

max 0.534 0.544 0.540 

Manhatan similarity metric VGG16 (Pascal VOC) sum 0.550 0.550 0.545 
max 0.540 0.543 0.538 

VGG16 (Microsoft COCO) sum 0.543 0.513 0.507 

max 0.527 0.529 0.526 

ZF (Pascal VOC) sum 0.547 0.535 0.530 
max 0.538 0.549 0.546 

Chebychev similarity 

metric 

VGG16 (Pascal VOC) sum 0.497 0.482 0.493 

max 0.470 0.451 0.469 

VGG16 (Microsoft COCO) sum 0.513 0.465 0.487 

max 0.488 0.437 0.453 
ZF (Pascal VOC) sum 0.518 0.515 0.517 

max 0.499 0.459 0.490 

Minkowski similarity 

metric 

VGG16 (Pascal VOC) sum 0.551 0.551 0.544 

max 0.538 0.545 0.544 

VGG16 (Microsoft COCO) sum 0.545 0.521 0.516 
max 0.524 0.525 0.522 

ZF (Pascal VOC) sum 0.550 0.544 0.536 

max 0.534 0.544 0.540 

Canberra similarity metric VGG16 (Pascal VOC) sum 0.547 0.544 0.539 

max 0.528 0.516 0.518 
VGG16 (Microsoft COCO) sum 0.538 0.516 0.512 

max 0.526 0.524 0.524 

ZF (Pascal VOC) sum 0.540 0.538 0.537 

max 0.524 0.530 0.521 

Corrolation similarity 
metric 

VGG16 (Pascal VOC) sum 0.551 0.551 0.544 
max 0.539 0.549 0.548 

VGG16 (Microsoft COCO) sum 0.545 0.520 0.524 

max 0.524 0.522 0.517 

ZF (Pascal VOC) sum 0.549 0.544 0.545 

max 0.537 0.542 0.537 

 

 
4.5.  Comparison  

In this section we present a comparative study between our results and other results obtained using 

fisher vector (FV) and bag of visual word (BOVW). When working on video retrieval and image and video 

retrieval, our pipeline, which utilizes raw faster R-CNN features, outperformed all other techniques. The 

results are displayed in Table 3. 
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Table 2. Mean average precision (mAP) of the fine-tuned Faster R-CNN models with VGG16 architectures 

fine-tuned with Facescrub or Feret and Faces9 respectively 
Metrics Models Pooling Ranking Re-ranking QE 

Cosine similarity metric VGG16(Facescrub). sum 0.757 0.737 0.706 

max 0.738 0.731 0.756 

VGG16(Feret and Faces94) sum 0.577 0.570 0.563 

max 0.554 0.564 0.572 

Euclidien similarity metric VGG16(Facescrub). sum 0.757 0.737 0.706 
max 0.738 0.731 0.756 

VGG16(Feret and Faces94) sum 0.577 0.570 0.563 

max 0.554 0.564 0.572 

Manhatan similarity metric VGG16(Facescrub). sum 0.738 0.695 0.734 

max 0.750 0.746 0.762 
VGG16(Feret and Faces94) sum 0.565 0.561 0.553 

max 0.562 0.573 0.580 

Chebychev similarity metric VGG16(Facescrub). sum 0.545 0.555 0.562 

max 0.564 0.579 0.605 

VGG16(Feret and Faces94) sum 0.504 0.513 0.514 
max 0.495 0.501 0.500 

Minkowski similarity metric VGG16(Facescrub). sum 0.757 0.727 0.747 

max 0.738 0.731 0.756 

VGG16(Feret and Faces94) sum 0.577 0.570 0.560 

max 0.554 0.564 0.572 
Canberra similarity metric VGG16(Facescrub). sum 0.742 0.742 0.760 

max 0.723 0.731 0.737 

VGG16(Feret and Faces94) sum 0.567 0.569 0.568 

max 0.556 0.558 0.552 

Corrolation similarity metric VGG16(Facescrub). sum 0.757 0.728 0.749 
max 0.741 0.731 0.748 

VGG16(Feret and Faces94) sum 0.577 0.570 0.563 

max 0.557 0.568 0.573 

 

 
Table 3. Comparative study with other techniques. Results provided as mAP 

Method 

YouTube Faces 

Database+Facescrub 

(an image and video dataset) 

YouTube Faces Database 
(a video dataset) 

FERET 
(an image dataset) 

Our pipeline 0.762 0.903 0.8913 
Faster R-CNN features+FV [21] 0.006 0.006 - 

Faster R-CNN features+BOVW [21] - 0.001 - 

Log ICA II+KNN [38] - - 0.3553 

Log ICA I+KNN [38] - - 0.3608 

LGHP descriptor [7] - - 0.5460 

 
 

5. CONCLUSION 

In this paper, we demonstrate how to use CNN features from an object detection network for image 

and video face retrieval using one query image. We used Faster R-CNN features as our global and local 

descriptors in our end-to-end pipeline. We demonstrated that the best similarity metric to use with the off-

the-shelf feature is the cosine similarity metric, and that the best one to use with refined networks is the 

Manhattan similarity metric. We also found that sum-pooling generally performs better, but when using the 

fine-tuned networks with the Manhattan similarity metrics, max-pooling gave the best results. We established 

that reranking strategies can improve the results. Most importantly, we proved that finetuned networks give 

the best results. So, when working on image and video face retrieval using one query image, we found the 

best results were obtained using a fine-tuned network combined with max-pooling, all our reranking 

strategies and using the Manhattan similarity metric. We determined that Finetuned CNN feature can give 

great results (76,2%) in real time (17 seconds per query image) when working on image and video face 

retrieval using a query image. 
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