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 Nowadays, intelligent transportation system (ITS) has become one of the most 

popular subjects of scientific research. ITS provides innovative services to 

traffic monitoring. The classification of emergency vehicles in traffic 

surveillance cameras provides an early warning to ensure a rapid reaction in 

emergency events. Computer vision technology, including deep learning, has 

many advantages for traffic monitoring. For instance, convolutional neural 

network (CNN) has given very good results and optimal performance in 

computer vision tasks, such as the classification of vehicles according to their 

types, and brands. In this paper, we will classify emergency vehicles from the 

output of a closed-circuit television (CCTV) camera. Among the advantages 

of this research paper is providing detailed information on the emergency 

vehicle classification topic. Emergency vehicles have the highest priority on 

the road and finding the best emergency vehicle classification model in real-

time will undoubtedly save lives. Thus, we have used eight CNN architectures 

and compared their performances on the Analytics Vidhya Emergency 

Vehicle dataset. The experiments show that the utilization of DenseNet121 

gives excellent classification results which makes it the most suitable 

architecture for this research topic, besides, DenseNet121 does not require a 

high memory size which makes it appropriate for real-time applications. 
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1. INTRODUCTION 

In recent years, intelligent transportation system (ITS) has gained much importance, due to the vast 

increase in the number of cars, and other types of vehicle on the road [1]. Smart systems contain a large amount 

of high-quality information for a smart and secure use [2]. For example, the ITS provides multiple services 

such as transport and traffic monitoring. The aim of this monitoring is to acquire and analyze vehicle 

movements, provide accurate data, and important statistics about the type and shape of the vehicle, as well as 

the evaluation of road traffic and safety [1], [3]. Thus, transport and traffic monitoring comes to facilitate the 

human labor, by vision-based tasks that a computer or automated system can perform [4]. Such a system is 

essential for effective real-time traffic monitoring that are able to detect changes in traffic characteristics in a 

timely manner, allowing regulatory agencies and authorities to respond quickly to traffic situations. 

In literature, many applications for traffic video surveillance make vehicle re-identification in a multi-

camera environment [5]. These applications can report important information, such as traffic flow or traffic 

information, and travel time in a distributed traffic control system. According to [6], and with regard to object 

localization, the authors proposed an approach to find an instance of a vehicle by estimating its position with 

ratio and size, which is widely used for vehicle tracking. In [7], the authors used a fixed camera-based 
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application for traffic video analysis and a central processing unit (CPU) based system to count the number of 

passing vehicles along with their speed on a highway. The analysis of the results shows that the application 

will not only count the number of vehicles but also estimate the speeds of the vehicle by providing more traffic 

flow information. Deep learning approaches and algorithms such as convolutional neural network (CNN) are 

widely used in many areas, applications, and issues in computer vision like image recognition, segmentation, 

detection, and classification [8], [9]. In fact, vehicle detection methods must be fast enough to operate in real-

time, and to be immune to changes in lighting and different weather conditions, and have the ability to separate 

vehicles from image sequences accurately and efficiently [10]. Image-based vehicle classification is one of the 

most promising techniques for large-scale traffic data collection and analysis [11], and deep learning algorithms 

are widely used in this topic. For example, the authors in [12] have used CNN architectures to classify road 

vehicle images into six categories, including large buses, cars, motorcycles, minibuses, trucks, and vans. They 

show that using CNN for vehicle type classification provides the most recent results on previously cropped 

images containing only vehicles [12]. 

In this paper, we will discuss an important topic to which researchers had not given much importance 

before, knowing that emergency vehicles have the top priority on the road. Our contribution consists of making 

a comparison between the results of classification of emergency vehicles by using many CNN architectures. 

Therefore, our paper would help researchers and developers in the implementation of some efficient real-time 

emergency vehicle classification applications. The rest of the paper is organized as; section 2 presents related 

work on the classification of vehicles in general, as well as the classification of emergency vehicles. Section 3 

contains the definition of CNN, with a detail of each architecture. Section 4 provides details about the research 

method, especially the dataset images preprocessing, and the implementation of CNNs. Section 5 presents, the 

experimental results, and performance analysis discussion. Finally, section 6 contains concluding observations 

and future work, with guidance in this area. 

 

 

2. RELATED WORKS 

2.1.  Vehicle classification 

Vehicle classification is a promising research task in ITS, and deep learning algorithms are the most 

used techniques for this task. Indeed, CNN has performed well in this area, in terms of real-time speed and 

accuracy compared to other machine learning algorithms, such as support vector machine (SVM), decision tree 

(DT). According to [13], in 2015, the authors proposed a semi-supervised CNN for vehicle detection from 

frontal view images. The authors used Laplacian filter learning to obtain the filters of the network on a large 

amount of unlabeled data. Besides, they used a Softmax classifier in the output layer, and they trained their 

model on a small amount of labeled data. A year earlier, the authors in [14] have introduced an unattended 

CNN for vehicle classification. They used CNN to learn characteristics of vehicles and then classify them by 

using Softmax regression. The proposed network filters are learned with a sparse filtering method. In [15], the 

authors used CNN with low-resolution video images to detect and classify vehicles. The preprocessing 

operation includes resizing each image and adjusting the contrast with histogram equalization. The proposed 

CNN architecture detects higher-level features such as edges and corners. In addition, the authors vary the 

number of filters and their sizes as well as the number of hidden layers [15]. After that, the authors in [16], 

show that, a simple CNN surpasses scale-invariant feature transform (SIFT) and support vector machine (SVM) 

models applied on vehicle classification. Finally in [17], [18], the authors used you only look once (YOLO) 

for vehicle detection and AlexNet model for vehicle classification. Further, the authors used AlexNet as an 

entity extractor and performed the classification of extracted entities by using a linear SVM. 

 

2.2.  Emergency vehicle classification 

In this subsection, we will present some relevant work in emergency vehicle classification. According 

to [19], the authors used color segmentation, which adopted the hue saturation value (HSV) and red green blue 

(RGB) color models to characterize the emergency vehicle siren light. Subsequently, they took the light as a 

detection function for the identification and classification of emergency vehicles in the input video. Finally, 

they used SVM classifier to perform the vehicle classification. Basically, the authors cut the image horizontally 

so that they can detect the siren light in the highest part. However, sometimes the ambulances are not provided 

with a siren. In our opinion, to train correctly a model, we need a dataset containing images of multiple angles 

and positions with and without light and siren. In the real world, when we put sensors in the car, we will not 

be able to see the complete image of the car, because the angle of view or the visual field of the cameras is 

very limited to the places where it is necessary to put the sensors. Thus, we can say that it is impossible to make 

the decision through these criteria, because it is rare to see lights and sirens in emergency vehicle images. 

Later in [20], neural network (NN) and structural traits are used to train and recognize ambulance 

characters in emergency vehicles. The authors explore the photography processing machine through 

“Thinning” and “Hilditch” algorithms, and the structural features of a character in the picture. In addition, they 
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diagnosed some features of the widespread language while, the implemented approach is based on the detection 

of the characters “AMBULANCE” or “108" on the vehicle. From our point of view, we find their idea not very 

practical, and sometimes there are other characters or just symbols like the moon, the cross, or another language 

outright on the ambulance. 

 

 

3. CONVOLUTION NEURAL NETWORK 

In recent years, neural networks (NNs) have become one of the most widely used machine learning 

algorithms. The latter have been proven decisively over time that they outperform other traditional algorithms 

in terms of accuracy and speed. According to [21], CNNs are a version of artificial neural networks (ANNs), 

and they correspond to the patterns of connectivity found in the visual cortex of animals [22]. Mathematically, 

these models of connectivity are described by a process of convolution. CNN is an improvised variant of the 

multilayer perceptron, typically it is composed of an input layer, an output layer, and many hidden layers [23]. 

CNNs are primarily used for computer vision tasks, such as facial recognition, image classification, 

identification and detection, and image processing in the field of autonomous vehicles. 

As shown in Figure 1, a CNN is made up of two main parts. The first one is feature extraction (feature 

learning), where the network will perform the convolution and grouping operations so that it can detect the 

features [24]. The second one is classification, where the fully connected layers will serve as a classifier on the 

top of these extracted features, thus, they will assign a predicted probability about the object in the image [24]. 

CNNs are composed of four types of layers, including convolutional, pooling, rectified linear unit (ReLU), and 

fully connected (FC) [25]. In regard to convolutional layers, an input image is analyzed by a set of filters that 

produces a feature map. This output is then sent to a grouping layer to reduce the size of feature map, thus, it 

reduces the processing time by mapping the feature map on the most important information [25]. The 

convolution and grouping processes are repeated multiple times, and these repetitions depend on the CNN 

architecture, later, the outputs of the condensed feature map are sent to a series of FC layers. The latter flatten 

the maps together and check the probabilities of each feature occurring with the others to make the best 

classification [26], [27]. The ReLU layer is all about adding nonlinearity to a system because the convolution 

performs linear operations. It is simply a multiplication and a summation by element [28]. In the following, we 

will highlight some famous CNN architectures. 

− VGG16: VGG16 is a popular choice when extracting CNN features from images. It has 16 layers, with 

13 convolutional layers separated by 5 Max Pooling layers. In addition, it has 3 FC layers with 4096 

neurons for each. The final dense layer is equal to the number of classes used for the final classification 

[26]. 

− VGG19: It has almost the same principle as VGG16, except that VGG19 contains 19 convolutional layers 

in total. It consists of 16 convolutional layers separated by 5 Max Pooling layers, 3 FC layers at the end, 

4096 neurons for the first 2 FCs, and 1000 neurons for the last FC. Finally, a dense layer which is equal 

to the number of classes is used for the final classification [29]. 

− ResNet-50: Created in 2015, ResNet-50 introduced the idea of residual learning in order to make deeper 

CNNs. The input of the convolutional layer is replicated and added to the output of this layer, after this 

process the network recognizes practically learn residuals. ResNet-50 consists of 49 convolutional layers, 

with a Pooling layer, an Average Pooling layer, and an FC layer with 1000 neurons. However, the ResNet-

50 benefit in terms of accuracy is related to the execution time and memory requirements [30]. 

− Inception-V3 and Xception: The main contribution of these architectures is that they combine many 

different convolution filters, for example, Conv (1×1), Conv (3×3), and Conv (5×5) in a multi-extractor 

[31]. The Inception-V3 architecture typically consists of 22 convolutional layers, with 5 pooling layers. 

Its variety Inception-V3 is too demanding in terms of memory, for this reason, a more optimized variant 

of the creation family has been proposed, it is called Xception where separable convolutions have been 

proposed in an attempt to reduce computational complexity [32]. 

− MobileNetV2: Using the idea of separable packaging, the MobileNetV2 model family achieves optimal 

performance at a low computational cost. The MobileNetV2 model consists of 27 layers, 13 deep Conv 

(3×3), 13 Conv (1×1), 1 Conv (3×3), with an Average Pooling layer and an FC layer. The MobileNetV2 

architecture is distinguished by its low requirements in terms of parameters and memory [33]. 

− Inception-ResNet-V2: Inception-ResNet-V2 is a CNN with 164 deep layers, it combines the Inception 

architecture with residual connections. Inception-ResNet-V2 is a variant of Inception-V3, and it consists 

of 155 Convolution layers, 3 Average Pooling Layers, 4 Max Pooling layers, and 2 FC layers [34]. 

− DenseNet121: Densely networks involve the use of connection hopping in a different way. DenseNet121 

is a model generated with 121 layers, 120 convolution layers including Conv (1, 1), Conv (3, 3),  

Conv (7, 7) in different blocks of Dense, separated by transition layers and a Pooling layer. The strong 
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point of DenseNet121 is that it outperforms the majority of CNN architectures in terms of accuracy, and 

does not require large memory [35], [36]. 

 

 

 
 

Figure 1. The Convolutional neural network architecture [23] 

 

 

4. RESEARCH METHOD 

In this section, we provide information about the general setup, and the dataset that we used in our 

experiments. Next, we present detailed information about the building and training of the CNN network. 

Figure 2 shows our workflow for classifying emergency vehicles. 

 

 

 
 

Figure 2. The workflow of the proposed method to classify emergency vehicles 

 

 

4.1.  Dataset and image pre-processing 

For the experiments, we use a large-scale dataset named analytics vidhya emergency vehicle [37]. It 

contains 2352 vehicle images of different dimensions, 1361 images for normal vehicles and 991 for emergency 

vehicles such as police cars, ambulances, and fire brigades. Figure 3 shows some vehicle images taken in 

different angles and positions. All the experiments were implemented in Python language using the Keras and 
TenserFlow libraries on Kaggle simulator. Besides, we have used a laptop with an Intel i7-6500 Hq processor, 

a 2.5 GHz processor and 8 GB of memory. We have implemented several CNN architectures, including 

DenseNet121, MobileNetV2, Inception-ResNet-V2, Inception-V3, VGG19, VGG16, ResNet-50 and Xception 

to classify emergency vehicle images, and it takes about 20 hours for all models. We have performed a 

preprocessing on the images by resizing them to (224×224) as shown in Figure 4. After that, we randomly 

divided the data into two parts using the “sklearn” library. We have used 70% for training with validation, and 

30% for test. 
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Figure 3. Examples of emergency and normal vehicle images from analytics vidhya emergency vehicle 

dataset [35] 

 

 

 
 

Figure 4. The workflow of image pre-processing 

 

 

4.2.  Network building and learning 

After unifying the size of images, we have implemented eight CNN architectures, including 

DenseNet121, MobileNetV2, Inception-ResNet-V2, Inception-V3, VGG19, VGG16, ResNet-50, and Xception 

which are already predefined in the Keras. Next, we provide some parameters, including the input size with 

the dimensions (224×224×3) for each CNN. We have added three other layers to each of the eight implemented 

CNN architectures. The first additional layer is the “GlobalAveragePooling2D”. It calculates the average 

output of each feature map in the previous layer, and it also reduces the dimensions of the input image, which 

accelerates the training duration. Besides, it prepares the model for the final classification layer. The second 

layer is “Dropout”, which is proposed in 2014, and it is a regularization technique for neural network models. 

According to [38], deep neural networks with a large number of parameters are very powerful deep learning 

systems. However, overfitting is a critical problem in the training of such networks. Large networks are also 

slow to use, making them difficult to deal with overfitting by combining the predictions of many different large 

neural nets at test time. Thus, Dropout comes to address this problem by randomly dropping some units from 

the neural network during the training process. This operation prevents units from co-updating too much and 

remarkably reduces overfitting and gives great improvements over other regularization functions such as L1 
and L2 regularization techniques. The third and the last additional layer is “Dense”, where it is necessary to 

put the number of output classes. And as long as we have performed a binary classification by using two classes 

for normal and emergency vehicles, thus we applied “sigmoid” activation function. However, if the number of 

classes exceeds two, we will use the “Softmax” function. Once the three layers are added to the implemented 

CNN architectures, we use “Adam” as the adaptive optimizer of the learning rate. Figure 5 displays the 

summary of DenseNet121 architecture with the three added layers, and Figure 6 shows the detailed 

DenseNet121 architecture [39]. We have built the eight CNN architectures that we have already mentioned in 
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the previous section. We have trained each architecture on 500 epochs, and we have used the accuracy, F1, and 

loss metrics to evaluate the performances of our architectures. 

 

 

 
 

Figure 5. DenseNet121 building model summary with the three added layers 

 

 

 
 

Figure 6. The used DenseNet121 architecture [37] 

 

 

5. RESULTS AND DISCUSSION 

In this section, we will discuss the experimental evaluation of the eight implemented CNN models 

that are summarized in Table 1. First, in terms of accuracy, DenseNet121 outperforms all of the other 

architectures with an accuracy score of 95.14%, closely followed by VGG16 with 92.3%. Simultaneously, for 

the F1 metric, we observe that the DenseNet121 still outperforms them, with a score of 93.87%, followed by 

VGG16 with 91.08%. The other models, MobileNetV2, ResNet-50, VGG19, Inception-ResNet-V2, Xception, 

and Inception-V3 had 91.90%, 91.90%, 91.49%, 91.09%, 90.68%, 88.25% respectively. In the end, they kept 

the same order of accuracy. 

However, the VGG16 network needs very high computation and storage requirements, which does 

not always make them suitable for systems with limited resources and real-time usage. The MobileNetV2 

model achieves an accuracy score of 91.9% and it does not need great requirements in terms of calculation and 

memory, thus, it is the most qualified model for real-time uses. Inception-ResNet-V2 offers an accuracy of 

91.09%, but we observe that it surpasses all of the other models in terms of storage as well as time processing, 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 11, No. 1, March 2022: 110-120 

116 

which makes it inappropriate for real-time applications. For the rest of the models, including ResNet-50, 

Xception, VGG19, and Inception-V3, they had 91.9%, 90.68%, 91.49%, and 88.25% respectively in accuracy, 

however, their storage and processing requirements are high. 

 

 

Table 1. Simulation results of CNN models 
Models Parameters (M) Accuracy (%) F1 (%) Loss (%) Memory (MB) 

Inception-V3 21, 806,882 88.25 84.84 27.11 83.69 

Inception-ResNet-V2 54, 339,810 91.09 88.78 26.57 208.45 

MobileNetV2 2, 260,546 91.90 89.79 19.18 8.92 

DenseNet121 7, 039,554 95.14 93.87 22.76 27.5 

Xception 20, 865,578 90.68 89.21 23.86 79.87 
ResNet-50 23, 591,810 91.90 89.58 17.20 90.33 

VGG16 14, 715,714 92.30 91.08 17.86 56.19 

VGG19 20, 025,410 91.49 89.34 25.05 76.45 

 

 

In regards to the loss metric, we notice that ResNet-50 had the minimum loss score of 17.20%, closely 

followed by VGG16 with 17.86%. However, VGG19, Inception-V3, Inception-ResNet-V2 had high loss 

scores, compared to the other models. Thus, they require a big amount of memory, which does not always 

make them suitable for a real-time use. In terms of parameters, we notice that the MobileNetV2 had the best 

result with the smallest number of required parameters. And the other models kept the same order as mentioned 

in the memory metric, because the number of parameters has a direct relationship with the size of the required 

memory, so the more parameters there are, the more memory there is. And this is the power of MobileNetV2 

model which performs very well with a small number of parameters and low memory. 

 

5.1.  Result analysis 

In this subsection, we will analyze reached results by using plots and confusion matrices. We drew 

plots for all the implemented models, and we have divided the plots into two parts as shown in Figure 7(a), 

Figure 7(b), Figure 8(a), and Figure 8(b). Part (a) of the two figures contains Xception, ResNet-50, VGG16, 

and VGG19, and part (b) contains DenseNet121, MobileNetV2, Inception-ResNet-V2, and Inception-V3. 

According to the curves of the whole models, we observe that ResNet-50 and MobileNetV2 exceeded all of 

the other models in terms of accuracy during the first 100 epochs, which means that they have made a good 

initialization as shown in Figure 7. However, DenseNet121 and VGG16, which had the best results, did not 

start learning well. We notice that the stability of the curves started after epoch 300 when the DenseNet121 

was able to surpass all of the other models and it continues the progression, followed by VGG16. Regarding 

to the validation of the loss metric in Figure 8, we note a stability during the first 200 epochs. However, the 

loss curves of the DenseNet121 and VGG16 are clearly decreasing which means, that if we use more than 500 

epochs, these last two models, will have good performances compared to the expected results of the other 

models. 

 

 

  
(a) (b) 

 

Figure 7. Accuracy of implemented CNN models; (a) Accuracy of Xception, ResNetV2, VGG16, and 

VGG19 CNN models; (b) Accuracy of InceptionV3, InceptionResNetV2, MobileNetV2, and DenseNet CNN 

models 
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Figure 9 shows the confusion matrices of the implemented CNN models. The confusion matrix draws 

some conclusions regarding the difficulty of the classification, and it also highlights some potential research 

opportunities. In the following, we will discuss the confusion matrix result of the DenseNet121 model. In total, 

we have used 247 images for validation, with 146 normal vehicles, and 101 emergency vehicles. In the “Normal 

Vehicle” class, we observe that DenseNet121 recognizes 143 images out of 146, in other words, it produced 

143 correct predictions out of 146, with 97.94% of the entire normal vehicles. The analysis of misclassified 

images shows that missed vehicles contain advertisements, or have an abnormal shape compared to usual 

normal vehicles as shown in Figure 10. In “Emergency Vehicle” class, we observe that the correct prediction 

number is lower than that of “Normal Vehicle” class as illustrated in Figure 9, the DenseNet121 model 

produced 92 correct predictions out of 101, ie 91.08%. This is because some of the emergency vehicle images 

were taken from different distances, as well as different and difficult viewing angles. To avoid such cases, it is 

necessary to add several classes and other types of vehicle to the dataset. 

 

 

  
(a) (b) 

 

Figure 8. Loss of implemented CNN models; (a) Loss of Xception, ResNetV2, VGG16, and VGG19 CNN 

models; (b) Loss of InceptionV3, InceptionResNetV2, MobileNetV2, and DenseNet CNN models 

 

 

  
 

Figure 9. Confusion matrices of the implemented CNN models 

 

 

5.2. Test and comparative results 

The last part consists of testing all the implemented models on test images. After having trained and 

compiled each model on the dataset, we generated the evaluation scores for each model, we performed them 

on the test portion of the dataset using the TensorFlow and Keras prediction methods. Once we have a 

prediction, we use the Matplotlib library to display the image and its predicted class. We take as an example 
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the generated and trained DenseNet121 model, which had obtained the best score in terms of accuracy and F1 

score. As shown in Figure 11, we have some examples of image classification into “Emergency Vehicle” and 

“Normal vehicle”. As we have already said, this is the first paper which makes the classification of emergency 

vehicle by using many CNN architectures. 

There was a competition on the “Analytics Vidha platform” on this topic, where the competitor have 

used ResNet-18 and ResNet-34 to classify emergency vehicles on Analytics Vidhya Emergency Vehicle 

dataset [37]. The average of accuracy of the two models is 94.22% [40]. Details about the used architectures 

are not mentioned, the only available information are the name of two architectures and the utilization of pre-

trained weight models from Keras. We mention that our models are trained from scratch which needs much 

time for training. In addition, we emphasize that our best model performances surpass those of previous work. 

 

 

 
 

Figure 10. Examples of normal vehicle images with advertisements and abnormal shapes [35] 

 

 

 
 

Figure 11. Results of predicted classes using DenseNet121 model 

 

 

6. CONCLUSION 

In this paper, we have made a comparative study using eight famous CNN architectures to classify 

emergency vehicle images. The design and implementation of an efficient deep learning system, have been 

carried out to automatically classify emergency and normal vehicles in traffic scenes. First, we did a pre-

processing on the Vidhya Emergency Vehicle dataset to unify the image sizes. We have added three layers to 

each CNN architecture, in particular, “GlobalAveragePooling2D” layer to reduce the dimensions of the input 

image and accelerate the training, “Dropout” layer to avoid overfitting, and finally, “Dense” layer where we 

put the number of output classes. Later, we made simulations of each architecture, and we notice that 

DenseNet121 is the most appropriate model in real-time emergency vehicle classification with an accuracy of 

95.14%, a F1 score of 93.87%, and an average order memory of 27.5 MB. Therefore, reached results are very 

promising and will definitely give an important added value to applications that will use our best architecture 

for the classification of emergency vehicles. The experiments allow us to sort the classification architectures 

based on different criteria like accuracy, as well as memory, thus, researchers and developers can choose the 

appropriate and suitable architecture for their applications. As a perspective, we plan to improve accuracy 

scores and time processing, we also plan to use a hybrid approach to classify emergency vehicles based on 

image and siren sound. 
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