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 The goal of this paper is to help the agriculture to have consistent 

observation in the status of seeds in rice plants and have a good quality post-

production by classifying the seeds automatically leading to reduction of 

low-quality rice plants while achieving higher demands in exportation as the 

quality increases. Additionally, manually observing the seeds of rice plants 

does not give an accurate evaluation as factors such as fatigue and emotion 

can affect the result. Using image processing and color feature extraction, it 

extracted the red, green, and blue (RGB) color feature lying in the pixel 

point of the seed in the healthy and unhealthy images of rice plants and 

classified by coarse tree classifier (CTC). The classifier achieved a 100% 

accuracy and training time of 0.32189 seconds, hence the fitted machine 

learning approach in the study. 
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1. INTRODUCTION 

The 3.5 billion people living particularly in Asia, Latin America, and parts of Africa have the staple 

food named rice and its scientific name is Oryza sativa. It is the main source of energy in their everyday 

living amounting to about 90% as it supplies nutritional needs in the body [1]. Due to its high demand in the 

market, there is a need to carefully check and analyze the product before exportation. Without checking of 

this staple food, it can affect the process of production that may decrease nutrients it can provide to people. 

The origin of rice is a small seed growing in a daily basis until it forms into a rice plant full of seeds, 

waited for number of days until ready for harvest. The planting process of rice has a very long way to go, and 

even depending on the specific class/type of rice seed the farmer planted. On the other hand, having different 

classes of seeds does not imply difference in factors to consider because their growing is very similar but not 

the span of time and its harvest phase. In order to obtain a successful planting and a quality-based harvest, 

one of the most factors to consider is the environment where the rice seeds will be located. Aside from the 

environment, things such as insects, humidity, temperature, and bacteria can affect the result of growing 

phase that can lead into a more serious problem, so the quality of the harvest. 

There is a reduction in quality and quantity of agricultural crops due to plant diseases [2] and both of 

those aspects directly affect the overall production of the crop in a certain country [3]. As the quality and 

quantity of crops reduce, the production and exportation in the field of rice will be affected so as the balance 

cycle in the market. Lack of continuous monitoring is one of the main problems in planting as there are 

newbies in the field of agriculture that are sometimes not aware of the diseases happening in the plants and 

its occurrence given that it can occur any time and grow in any kind [4]. The detection of irregularities in a 

plant and classify it according to its category is one of the important research topics in the agricultural field 

and will help to produce a quality product before exporting in the marketplace achieving a higher percentage 
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in its goodness. Additionally, the manual evaluation using the naked eye of farmers does not always imply a 

right classification of seeds in a rice seed plant knowing that fatigue and personal emotions can affect the 

process of evaluation and observation. 

With that, the authors attempt to make this paper to classify healthy and unhealthy seeds in rice 

plant images from dataset [5] taken using digital cameras. Using image processing, this technique can be 

used as an effective instrument to extract features from objects in an image [6]–[13] while using machine 

learning approach as the efficient tools in discriminating the extracted features from the object in an image 

[14]–[16]. The method applied in order to classify the images is the use of red, green, and blue (RGB) color 

feature from the pixel point of the images and the coarse tree classifier (CTC) as the machine learning 

approach to classify the extracted color feature. The dataset were already classified using simple coding of 

convolutional neural network in [5] and achieved an accuracy from 44-69%. On the other hand, the authors 

used different approach in this study, the used of RGB value lying in the pixel point of the seed of rice plant 

images. This study was expected to help the agriculture to classify the seeds of rice plants automatically 

reducing the chances of having low-quality rice plants and achieving higher demands of exportation as the 

quality assurance increases. 

 

 

2. RELATED WORK 

As defined by the experts, machine learning (ML) is the study that gives computer the ability to 

learn without explicit programming. It makes the machines carry out certain tasks smartly through learning 

on their own. Moreover, Machine Learning is known for its capability of dealing ‘big data’, as big data 

means bigger accuracy as there is more to learn during the training of ML [17]. The bigger the data, the 

higher the knowledge the machine learning can gain from training, the higher the accuracy it can produce. 

In Malaysia, the techniques of ML is widely used such as decision trees (DT), M5P tree algorithms, 

artificial neural network (ANN), and k-nearest neighbours (KNN) in many field including economy and 

agriculture. For example, is to classify the herbs in the country, as it is critical in the development of its 

economy, the fact of being one of the main exporters of herbs. On the other hand, a recent study on 2019 in 

Malaysia, they use the application of ML in order to predict the flood risks and achieved a 99.92% accuracy 

using decision trees with synthetic minority over sampling technique (SMOTE) [18]. Decision trees is one of 

the machine learning approaches that has simplest form of implementation yet having a good characteristic in 

dealing with data. 

Rice classification, maize, leaf disease, they are three of the most beneficiaries in the application of 

ML together with the involvement of an image processing. Image processing is a technique that extract 

necessary data from the object in an image and use it to have findings, the weakness point of the manual 

process in today’s technology. The manual process of classifying things, especially in the agriculture does 

not give a consistent and assured classification as it is done manually, hence, the existence of the automated 

system due to progression of technology. Image processing is use recently in the various applications of 

computer vision [19]. It introduces fast, consistent techniques used in varieties of industries [20], [21]. 

The manual classification of rice grain is poor in its performance, less accurate and needs enough 

professionals in order to get a well-evaluated rice grain. Using image processing as the proposed technique 

for feature extraction and multi-class support vector machine (SVM), a machine learning approach, the 

classification of rice grain was classified automatically. This study in 2019 achieved an accuracy of 92.22% 

in classifying the three types of rice grain namely: Basmathi, Ponni, and Brown based from their shape and 

color [21]. On the other hand, using RGB values in a study from [22], the immature and mature beans 

classified with the help also of different machine learning algorithms. The study extracted RGB values from 

the beans, subjected to MATLAB classification learner app, and achieved a 94% accuracy using the 

quadratic SVM as the classifier with training time of 0.62 seconds. 

In year 2020, a recent study of detecting nutrient defiency in maize (Zea mays L.) leaves happen 

using image processing. The technique is a combination of gray-level co-occurrence matrix (GLCM), hu-

histogram and color histogram in order to detect the nutrient deficiency. Random forest is the classifier that 

classifies the data extracted from the proposed technique manage to get an accuracy of 78.35% [23]. It is 

indeed the use of machine learning approach as well as image processing can turn the world upside-down, 

changing the traditional routine of doing things manually, modernizing into automation systems. 

 

 

3. RESEARCH METHOD 

The study aims to classify the seeds of rice plant images using CTC and to see the accuracy from the 

usage of said machine learning approach. Figure 1 shows the flowchart of image processing technique used 

to classify the seed of rice plants. First, inserting the rice plant images then image analysis by using pixel 
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region pointer. After the analysis, the color feature extraction happens. The color feature extraction is a 

process of extracting color feature from the object of an image. After the extraction, it undergoes the 

classification using the machine learning approach to classify the extracted color feature. After classifying 

the extracted color feature, it will reveal the result of the classification of which is healthy and unhealthy. 

 

 

 
 

Figure 1. Flowchart of classifying seed of rice plant 

 

 

3.1.  Input image 

There is a total of 200 images of rice plant used in this study, 100 for healthy and another 100 for 

unhealthy. The Figure 2 are the sample images of both categories of rice plant that came from the dataset  

in [5] with difference in its color combination and shows true visual as in Figure 2(a) healthy rice plant and 

Figure 2(b) shows unhealthy rice plant. These images are subjected as the data of the study. 

 

 

  
(a) (b) 

 

Figure 2. Sample images of seeds in rice plant (a) healthy rice plant and (b) unhealthy rice plant 

 

 

3.2.  Processing 

The processing are divided into three sub-processes: the image analysis, color feature extraction and 

classification. These processes are the key to make this study possible as it extracted important data from the 

images of healthy and unhealthy rice seed plants. Below are the sub-processes labelled as 3.2.1, 3.2.2, and 

3.2.3 with explanation of every method used. 

 

3.2.1. Image analysis 

By inputting the image in the image viewer of MATLAB software [24], analyzation will happen. 

The used of pixel region function [25] analyze the object existing in an image and extracting necessary data 

from it. The blue part in the image is the cursor/pointer responsible for analyzing and enables extraction of 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 11, No. 2, June 2022: 727-735

730 

important data. The Figure 3 is the sample analysis of object in an image for both healthy and unhealthy rice 

plant denoted correspondingly by Figures 3(a) and (b). 

 

 

  
(a) (b) 

 

Figure 3. Sample of analyzing seed in rice plant images (a) healthy rice plant and (b) unhealthy rice plant 

 
 

3.2.2. Color feature extraction 

One of the most important requirements to be able to have a successful process in image retrieval, 

indexing, classification, and clustering, is to extract efficient features from images. It is also one of the most 

widely used visual features as it has the power of visual content representation, simplified extraction of color 

information, high efficiency in image separation from each other, relatively robust to background 

complication and independently working of image size and orientation [6], [26]–[30]. This study uses the 

RGB values as the important data from the images of healthy and unhealthy rice plant. The RGB stands for 

red, green, and blue color values in a pixel point that forms true color of a whole image. The Figure 4 shows 

the extracted color feature from the image analysis section. The Figure 4(a) is for the healthy rice plant while 

the Figure 4(b) is for the unhealthy as mentioned. 

 

 

  
(a) (b) 

 

Figure 4. The extracted RGB values from rice plant images (a) healthy rice plant and (b) unhealthy rice plant 
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The Table 1 shows the range of RGB values extracted from 200 images of healthy and unhealthy 

seed of rice plants revealing that the range of unhealthy is lower than the range of the healthy ones.  

On the other hand, the Figure 4 is the actual sample of that RGB color feature extraction from the presented 

Figure 3. A single image has many pixel points so the RGB values lying on it. As the color range is close 

with each other, the RGB value in that very point and the others near with it does not have significant 

difference. 

 

 

Table 1. The RGB range values for healthy and unhealthy seed of rice plant images 
Category of Seed of Rice Plant Red Green Blue 

Healthy 120-255 143-255 75-224 

Unhealthy 52-180 23-96 11-95 

 

 

3.2.3. Classification 

 CTC belongs to the family of decision trees: fine tree and medium tree. The CTC has fast prediction 

speed, easy interpretability and small memory usage. Moreover, the tree model of a CTC is easy to 

understand as it has root (node), few branches and leaves. The Figure 5 is the tree model of the CTC. 

The Figure 5 is the model for coarse tree, the chosen machine learning approach of the authors. CTC 

has the simplest implementation of tree model with few leaves leading to faster classification, reducing the 

training time so the waiting of result. The bigger box is the root (node), the place for the condition while the 

arrows are the branches. The smaller box are the leaves, the potential outcomes of each decision. The higher 

the number of leaves, the higher the distinction of classes. On the other hand, there are only two categories of 

classification in this study, which is the healthy and unhealthy and it is the main reason why the authors 

chose the CTC as the classifier because it is the best path to take. 

 

 

 
 

Figure 5. The tree model of the CTC 

 

 

On the other hand, the Figure 6 is the two sample tree models of mentioned classifiers above namely 

the medium tree and fine tree. At Figure 6(a), it is a medium tree model that shows more branches in 

comparison with the chosen classifier, the CTC. The more branches, the more choices of result, an addition 

of complexity. The Medium Tree is not the classifier in the family that has the most branches, but it is the 

Fine Tree as displayed in Figure 6(b). The Figure 6(b) is a representation of refined but more implemented 

branches than CTC and Medium Tree. This is an indication that it is a lot more complex than the Medium 

Tree as there are different ways or paths the outputs can come from. These two models really have the 

complexity in nature of implemented algorithm, thus it is not advisable to be used as the classifier of the 

study. 

 

 

  
(a) (b) 

 

Figure 6. The tree model of other mentioned classifiers (a) medium tree and (b) fine tree 
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3.3.  Testing 

Using (1), the classification accuracy is calculated [21]. This formula will achieved the percent 

accuracy by having the number of true accuracy result divided by the total number of testing data. Once the 

quotient is obtained, the quotient will be multiplied in a hundred percent getting the output as percentage. See 

in (1): 

 

%𝑜𝑓𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (
𝑁𝑜.𝑜𝑓𝑇𝑅𝑈𝐸𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑅𝑒𝑠𝑢𝑙𝑡

𝑇𝑜𝑡𝑎𝑙𝑁𝑜.𝑜𝑓𝑇𝑒𝑠𝑡𝑖𝑛𝑔𝐷𝑎𝑡𝑎
) 𝑥100% (1) 

 

 

4. RESULTS AND DISCUSSION 

Table 2 presents the machine learning approaches for classifying the RGB value extracted from the 

seed in the images of healthy and unhealthy rice plants. However, this study only focuses in the coarse tree 

classifier as the classifier of the study, highlighted by the use of bold letters. This classifier is known for its 

simple structure in terms of the tree model, see section 3.2.3, hence the chosen classifier for the study. 

 

 

Table 2. Rice seed classification 
Classifier Type Accuracy (%) Training Time (Seconds) 

Fine tree 100 9.0801 

Medium tree 100 0.37642 

Coarse tree 100 0.32189 

Linear discriminant 98 3.147 
Quadratic discriminant 100 1.72 

Logistic regression 100 16.106 

Linear support vector machine 99.5 3.0328 

Quadratic SVM 100 0.33663 

Cubic SVM 100 0.35206 
Fine gaussian SVM 99.5 0.36181 

Medium gaussian SVM 99 0.36026 

Coarse gaussian SVM 98.5 0.29832 

Fine KNN 100 2.4239 

Medium KNN 99 0.34463 
Coarse KNN 98 0.32387 

Cosine KNN 98.5 0.57245 

Cubic KNN 99 0.42052 

Weighted KNN 99 0.32329 

Boosted trees 50 4.3609 
Bagged trees 100 6.5868 

Subspace discriminant 99 4.3594 

Subspace KNN 100 3.887 

RUS boosted trees 50 0.87523 

Highlight legend: 
Bold classifier–Classifier of the study 

 

 

Table 2 shows 10 classifiers achieved an accuracy of 100% such as fine tree, medium tree, coarse 

tree, quadratic discriminant, logistic regression, quadratic SVM, cubic SVM, fine KNN, bagged trees, and 

subspace KNN with variations in their training time of classifying. The implemented classifier for this study 

is the CTC and it achieved an accuracy of 100% with a training time of 0.32189 seconds, the fastest time 

among the others. The fact that the CTC has the simplest form of algorithm as shown in its tree model under 

3.2.3; it is the exact machine learning for the study. This happen because every machine learning approach 

has its own characteristic and choosing the right classifier is a thing to consider. If the implemented classifier 

for the study fits the available data, the accuracy will be higher while training time become smaller. Other 

machine learning approach achieved a 100% accuracy but high in training time because the available data fits 

the algorithm but inefficient in the speed and its memory capacity can be one of the factor. If the machine 

learning approach is design for dealing with bigger data but the availability of yours is limited, it can affect 

the training time because the machine learning itself is adjusting its algorithm. The key is to understand and 

have insight about the machine learning approaches to pick the right one for the preferred study. 

The Figure 7 is the representation between gaps of time and accuracy of machine learning 

approaches in Table 2. The CTC has the smallest training time of 0.32189, so the lowest in the line graph. 

Logistic regression has the highest training time, 16.106 seconds as pointed line shown in the illustration. At 

the middle part with 9.0801 seconds, it is the fine tree. Fine tree is a family of decision trees with coarse tree 

classifier yet got the second highest training time. 
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Figure 7. Visualization of time and accuracy of Table 2 

 

 

The confusion matrix in Figure 8 shows that the preferred classifier of this study, the coarse tree 

classifier classified the 100 RGB values extracted from healthy and unhealthy seeds in rice plant images. 

There are 100 identified healthy rice seed plants as well as unhealthy ones. On the other hand, the Table 3 is 

the accuracy result with a mean of 100% as the number of true classification for both healthy and unhealthy 

is 100 as shown in the confusion matrix. The CTC is the preferred machine learning approach for this study. 

 

 

 
 

Figure 8. The confusion matrix of CTC 
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Table 3. Accuracy result 
Category of Seed of Rice Plant No. of TRUE Classification % of Accurcay 

Healthy 100 100 

Unhealthy 100 10 

 MEAN 100 

 

 

5. CONCLUSION 

The purpose of this paper is to classify the healthy and unhealthy seed in rice plant images by using 

the extracted RGB values and classified using CTC that can introduce good quality in the post-production of 

rice and observation in its status. With a 100% accuracy and best training time of 0.32189 for the CTC, and a 

mean of 100% as the number of true classification shown in confusion matrix, it is possible to classify a 

healthy and unhealthy rice seed plant using extracted RGB values and obtain a perfect accuracy by picking a 

right machine learning approach. In the terminology of color feature extraction, if the green color in the 

combination of RGB is less than 109, the seed of that rice plant is unhealthy. On the other hand, if the green 

color is equal to 109 and above, it is a healthy seed in rice plant given that the color feature red and blue are 

in the range of 200 and above, different from red and blue of color feature the unhealthy plant has. In simple 

terms, if the color of the seed in rice plant is brown, it is more likely unhealthy, if not, then the latter. The 

100% accuracy is greater compared with the simple coding of convolutional neural network that has 44-69% 

only. Since the classification only happens in 200 samples, in the future, it is hope that the study undergo 

classification using bigger data. If this will happen, it will give more interesting outcome and tackles 

engineering problem in the simplicity of classification the fact that larger data is used with the machine 

learning approach. The owner already classifies the dataset as healthy and unhealthy, the authors of this study 

does not have any control with that and does not have the knowledge of any consultation, thus, it is really an 

advantage to own a dataset when doing a study. Owning a dataset means knowing its origin, ability to have 

different perspective and approaches with it and explain the dataset in a concise way. Additionally, doing a 

study wherein the dataset is owned by authors established familiarity and will enable them to ask opinions 

from professionals regarding with the related field that can build and strengthens fact and conciseness. 

 

 

REFERENCES 
[1] “Food staple,” National Geographic. 2021, Accessed: Mar. 23, 2021. [Online]. Available: 

nationalgeographic.org/encyclopedia/food-staple/. 

[2] S. Weizheng, W. Yachun, C. Zhanliang, and W. Hongda, “Grading method of leaf spot disease based on image processing,” in 

2008 International Conference on Computer Science and Software Engineering, 2008, vol. 6, pp. 491–494, doi: 

10.1109/CSSE.2008.1649. 

[3] “Rice production (peace corps): chapter 14 – diseases of rice.” Peace Corp Information Collection and Exchange, Accessed: Nov. 
23, 2015. [Online]. Available: http://www.nzdl.org. 

[4] H. B. Prajapati, J. P. Shah, and V. K. Dabhi, “Detection and classification of rice plant diseases,” Intell. Decis. Technol., vol. 11, 

no. 3, pp. 357–373, Aug. 2017, doi: 10.3233/IDT-170301. 

[5] R. Kumar, “Rice plant dataset,” Kaggle. [Online]. Available: kaggle.com/rajkumar898/rice-plant-dataset. 

[6] E. R. Arboleda, A. C. Fajardo, and R. P. Medina, “An image processing technique for coffee black beans identification,” in 2018 
IEEE International Conference on Innovative Research and Development (ICIRD), May 2018, pp. 1–5, doi: 

10.1109/ICIRD.2018.8376325. 

[7] E. R. Arboleda, A. C. Fajardo, and R. P. Medina, “Classification of coffee bean species using image processing, artificial neural 

network and k nearest neighbors,” in 2018 IEEE International Conference on Innovative Research and Development (ICIRD), 

May 2018, pp. 1–5, doi: 10.1109/ICIRD.2018.8376326. 
[8] E. R. Arboleda, A. C. Fajardo, and R. P. Medina, “Green coffee beans feature extractor using image processing,” TELKOMNIKA 

(Telecommunication Comput. Electron. Control., vol. 18, no. 4, Aug. 2020, doi: 10.12928/telkomnika.v18i4.13968. 

[9] R. E. T. Bae, E. R. Arboleda, A. Andilab, and R. M. Dellosa, “Implementation of template matching, fuzzy logic and K nearest 

neighbor classifier on philippine banknote recognition system,” Int. J. Sci. Technol. Res., vol. 8, no. 8, pp. 1451–1453, 2019. 

[10] C. E. Widodo, K. Adi, and R. Gernowo, “Medical image processing using python and open cv,” J. Phys. Conf. Ser., vol. 1524, 
Apr. 2020, doi: 10.1088/1742-6596/1524/1/012003. 

[11] P. N B, “Defect detection in pharma pills using image processing,” Int. J. Eng. Technol., vol. 7, no. 3, Jun. 2018, doi: 

10.14419/ijet.v7i3.3.14497. 

[12] V. Dhillo, “Identification of brain tumor using image processing and neural networks,” Int. J. Eng. Tech. Res., vol. 9, no. 9, Sep. 

2020, doi: 10.17577/IJERTV9IS090038. 
[13] M. J. L. Jacoba and E. R. Arboleda, “Identification of rain cloud amount, rain intensity and possible chance of flooding using 

image processing and fuzzy logic,” ARPN J. Eng. Appl. Sci., vol. 14, no. 14, pp. 2563–2568, 2019. 

[14] W. R. Eustaquio, “Artificial neural network for classification of immature and mature coffee beans using rgb values,” Int. J. 

Emerg. Trends Eng. Res., vol. 8, no. 8, pp. 4301–4305, Aug. 2020, doi: 10.30534/ijeter/2020/41882020. 

[15] L. B. de Guzman, “Classification of immature and mature coffee beans using hsv features and machine learning algorithms,” Int. 
J. Emerg. Trends Eng. Res., vol. 8, no. 8, pp. 4350–4356, Aug. 2020, doi: 10.30534/ijeter/2020/49882020. 

[16] V. Kolisetty and D. Rajput, “A review on the significance of machine learning for data analysis in big data,” Jordanian J. 

Comput. Inf. Technol., vol. 6, no. 1, 2019, doi: 10.5455/jjcit.71-1564729835. 

[17] V. S. Padala, K. Gandhi, and P. Dasari, “Machine learning: the new language for applications,” IAES Int. J. Artif. Intell., vol. 8, 

no. 4, pp. 411–412, Dec. 2019, doi: 10.11591/ijai.v8.i4.pp411-421. 



Int J Artif Intell  ISSN: 2252-8938  

 

Seed of rice plant classification using coarse tree classifier (Kim Wallie Vergara Geollegue) 

735 

[18] N. Razali, S. Ismail, and A. Mustapha, “Machine learning approach for flood risks prediction,” IAES Int. J. Artif. Intell., vol. 9, 
no. 1, pp. 73–80, Mar. 2020, doi: 10.11591/ijai.v9.i1.pp73-80. 

[19] A. SenthilRajan, “Paddy grade and dirt classification using image processing techniques,” in 2013 International Conference on 

Emerging Trends in Communication, Control, Signal Processing and Computing Applications (C2SPCA), Oct. 2013, pp. 1–3, doi: 

10.1109/C2SPCA.2013.6749462. 

[20] T. Brosnan and D.-W. Sun, “Inspection and grading of agricultural and food products by computer vision systems—a review,” 
Comput. Electron. Agric., vol. 36, no. 2–3, pp. 193–213, Nov. 2002, doi: 10.1016/S0168-1699(02)00101-1. 

[21] S. Ibrahim, N. Amirah Zulkifli, N. Sabri, A. Amilah Shari, and M. R. M. Noordin, “Rice grain classification using multi-class 

support vector machine (SVM),” IAES Int. J. Artif. Intell., vol. 8, no. 3, pp. 215–220, Dec. 2019, doi: 10.11591/ijai.v8.i3.pp215-

220. 

[22] W. R. Eustaquio, “Classification of immature and mature coffee beans using RGB values and machine learning algorithms,” Int. 
J. Emerg. Trends Eng. Res., vol. 8, no. 7, pp. 3016–3022, Jul. 2020, doi: 10.30534/ijeter/2020/22872020. 

[23] N. Sabri, N. S. Kassim, S. Ibrahim, R. Roslan, N. N. A. Mangshor, and Z. Ibrahim, “Nutrient deficiency detection in maize (Zea 

mays L.) leaves using image processing,” IAES Int. J. Artif. Intell., vol. 9, no. 2, pp. 304–309, Jun. 2020, doi: 

10.11591/ijai.v9.i2.pp304-309. 

[24] “Image viewer,” MathWorks. 2021, Accessed: Mar. 24, 2021. [Online]. Available: https://www.mathworks.com/help. 
[25] “Create pixel region tool,” MathWorks. 2021, Accessed: Mar. 24, 2021. [Online]. Available: https://www.mathworks.com/help. 

[26] F. Alamdar and M. Keyvanpour, “A new color feature extraction method based on quadhistogram,” Procedia Environ. Sci., vol. 

10, pp. 777–783, 2011, doi: 10.1016/j.proenv.2011.09.126. 

[27] S. Panchanathan, Y. C. Park, K. S. Kim, P. K. Kim, and F. Golshani, “The role of color in content-based image retrieval,” in IEEE 

International Conference on Image Processing, 2000, vol. 1, pp. 517–520, doi: 10.1109/icip.2000.901009. 
[28] M. Keyvanpour and N. M. Charkari, “Image retrieval using hybrid visual features,” 2008. 

[29] Y. Rui, T. S. Huang, and S.-F. Chang, “Image retrieval: current techniques, promising directions, and open issues,” J. Vis. 

Commun. Image Represent., vol. 10, no. 1, pp. 39–62, Mar. 1999, doi: 10.1006/jvci.1999.0413. 

[30] J. Zhang, W. Hsu, and M. Li Lee, “An information-driven framework for image mining,” in Lecture Notes in Computer Science 

(including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics) , vol. 2113, Springer Berlin 
Heidelberg, 2001, pp. 232–242. 

 

 

BIOGRAPHIES OF AUTHORS 
 

 

Mr. Kim Wallie Vergara Geollegue     is a researcher from Cavite State 

University–Indang Campus, College of Engineering and Information Technology–Department 

of Computer and Electronics Engineering. He officially started his journey in the research 

field in 2021, but showed outstanding interest and performance in research during his college 

years. This article is his first published academic paper, and he sought to publish more that 

aims to help the society while pondering his knowledge in computer technology and image 

processing. He can be contacted at kimwallie.geollegue@cvsu.edu.ph. 

  

 

Dr. Edwin Romeroso Arboleda     is a registered Electronics Engineer and has 

been with the Cavite State University since 2001 as faculty member handling electronics and 

communications engineering subjects. He is a prolific researcher with a number of 

publications in Scopus–indexed journals and conference proceedings in various topics ranging 

from image processing to near-infrared spectroscopy, artificial intelligence, and data mining. 

He may be reached at edwin.r.arboleda@cvsu.edu.ph. 

  

 

Andy Agustin Dizon     is a member of the faculty of Department of Computer and 

Electronics Engineering in Cavite State University in Indang, Cavite, Philippines where he is 

currently a Computer Engineering instructor. His research interests includes engineering 

management, technopreneurship, data mining and artificial intelligence. He can be contacted 

at email: aadizon@cvsu.edu.ph. 

 

https://orcid.org/0000-0002-0122-7421
https://orcid.org/0000-0001-9371-8895
https://scholar.google.com/citations?user=OjpXBw8AAAAJ&hl=en&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=57194575039
https://orcid.org/0000-0003-4361-382X

