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 Coronary artery disease (CAD) is a category of cardiovascular disease that 

causes the highest mortality rate in the world. CAD occurs due to plaque 

build-up on the walls of the arteries that supply blood to the heart and other 

organs of the body. To control the mortality rate, a practical model that is 

capable of predicting CAD is needed. Machine learning approaches have 

been used in solving various problems in various domains, including 

biomedicine. However, real-world data often has an unbalanced class 

distribution that can interfere with classifier performance. In addition, data 

has many features to process. This study focuses on effective modeling 

capable of predicting CAD using feature selection to handle high 

dimensional data and feature resampling to handle unbalanced data. Feature 

selection is very effective by eliminating irrelevant features from the training 

data. Hyperparameter tuning is also done to find the best combination of 

parameters in support vector machines (SVM). Our results show that the 

SVM cross-validated ten times has a more accurate training result. 

Furthermore, the grid search on SVM cross-validated ten times had more 

accurate training model results and achieved 88% accuracy on the test data. 
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1. INTRODUCTION 

The heart is an essential organ in the cardiovascular system that requires a supply of blood that 

contains oxygen. The coronary circulation supplies blood to the heart. The aorta divides into two major 

coronary arteries, each of which branches off into smaller arteries and supplies blood to the entire heart 

muscle [1]. Cardiovascular disease (CVD) is a group of diseases. Coronary heart disease (CHD), coronary 

artery disease (CAD), and acute coronary syndrome (ACS) are included in CVD [2]. CAD happens because 

of plaque build-up in the wall of arteries that supply blood to the heart and other parts of the [3]. The 

condition known as atherosclerosis occurs when plaque begins to accumulate in these arteries. As the plaque 

hardens, the coronary arteries narrow, decreasing the blood supply to the heart. A blood clot on the plaque's 

surface may occur if it ruptures. In the majority of situations, a big blood clot can totally stop the coronary 

arteries' blood flow. A heart attack, if left untreated, can result in major health consequences and, in the 

worst-case scenario, death. As a result, cardiovascular disease is the leading cause of death globally [4]. 

There is an adequate need for the early detection of patients with CAD. A machine learning 

approach can solve problems in the biomedical domain [5]–[8]. Machine learning gives the computer ability 

to learn and improve from experience automatically. Machine learning algorithms have several major 

categories based on their learning approach, input and output data, and problem type: supervised, 

https://creativecommons.org/licenses/by-sa/4.0/
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unsupervised, and reinforcement learning [9]. Support vector machines (SVMs) used in supervised learning 

have been shown to be extremely effective at solving classification problems in a variety of biomedical fields 

[6], [10]–[12]. 

There are many studies conducted to diagnose CAD with machine learning in recent years. The 

most widely used dataset in CAD diagnosis is the Z-Alizadehsani dataset [13]. Using this dataset, [14] 

applied data mining techniques to diagnose CAD based on the symptoms and characteristics of the patient's 

ECG. Their research used sequential minimal optimization (SMO) and naïve bayes (NB) classifier and a 

combination of both to diagnose CAD. Testing with 10-fold cross-validation shows that the combination of 

SMO-naïve bayes is superior by achieving more than 88.52% accuracy than SMO of 86.95% and naïve bayes 

of 87.22%. In another study, [15] using SMO, naïve bayes, bagging with SMO, and neural network to 

diagnose the same disease. Information gain is used to determine which features are most effective for 

diagnosing CAD. As a result, SMO with information gain obtained the best performance with an accuracy of 

94.08%. 

Alizadehsani et al. used the feature selection technique used in NB, C4.5, and SVM to diagnose 

CAD. Using 10-fold cross-validation, SVM has the highest accuracy of 96.40% [13]. To increase accuracy, 

[16] used random trees (RT), decision tree (DT), SVM, and chi-squared automatic interaction detection 

(CHAID) to select features based on predefined criteria for CAD diagnosis. Random trees are the best 

method by selecting 40 significant features and bringing out an accuracy of 91.47% [17] using hybrid PCA, 

DT, and firefly optimization techniques to optimize the accuracy of existing models. The PCA algorithm is 

used to extract features, the firefly optimization technique is used to optimize the feature selection, and DT is 

used to classify the data. They achieve 93% accuracy with a low classification error rate also low false 

positive and negative rates.  

Other studies have also been conducted on the prediction of disease in the biomedical field. SVM is 

used to predict diabetes and pre-diabetes [10]. The SVM model is used to identify characteristics that best 

classify individuals into different diabetes subtypes. Their model got 83.47% for detection of diagnosed 

diabetes or diagnosed diabetes compared to [18] model that got 82.1%. In this research, they conclude SVM 

is a promising model for detecting a complex disease using common and simple variables. According to [11], 

[19] SVM has superior accuracy when predicting heart disease, diabetes, and parkinson’s disease. SVM was 

also reported to obtain better accuracy than random forest in breast cancer prediction [20].  

Machine learning assuming a balanced number of instances in each class. When using unbalanced 

data can lead to inaccurate model prediction results. Synthetic minority oversampling technique (SMOTE) 

and adaptive synthetic (ADASYN) sampling are alternatives to overcome unbalanced data by creating 

synthetic data in the minority class [21]. SMOTE, which is integrated with the prediction model is reported to 

improve the prediction model's performance [22], [23]. In CAD prediction, SMOTE on artificial neural 

networks, DT, and SVM showed an increase in the accuracy obtained from the original data [24]. 

Meanwhile, [25] using ADASYN with SVM to diagnose Parkinson's disease effectively. Both studies do not 

employ feature selection to determine the most essential features for output prediction. 

Based on previous studies, a combination of feature selection and feature resampling in CAD 

prediction has never been done before. Both techniques are reported to improve the performance of the 

resulting model. The main contribution of this study is that we propose a framework for building an effective 

model using feature selection and feature resampling in CAD predictions. Feature selection is used to find the 

most relevant features to CAD predictions. While handling imbalanced data, we reviewed several feature 

resampling. We use SVM with hyperparameter tuning to find the combination of parameters to make an 

effective CAD prediction. 

 

 

2. RESEARCH METHOD 

There are four main steps to complete this research, as shown in Figure 1. The first step is data 

exploration, followed by data preprocessing. Next, we use feature selection to determine which features have 

the most importance on the target variable. After identifying the relevant features, the dataset is divided into 

training and testing sets for the purpose of implementing multiple machine learning algorithms. The last step 

is model evaluation. This section discusses the processes and procedures involved in doing this research. 

 

2.1.  Dataset description 

We use the Z-Alizadehsani dataset downloaded from the UCI machine learning repository. The 

dataset contains records of 303 patients who visited the Shaheed Rajaei Cardiovascular, Medical, and 

Research Center in Iran. Each patient has 54 features to diagnose CAD. These features are grouped into four 

categories: demographic, symptom and examination, electrocardiogram (ECG), and laboratory and echo 

features. Patients are categorized as having CAD if they experience stenosis in one of their coronary arteries 
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more than or equal to 50%. A total of 216 patients in the dataset had this disease, while the rest were normal 

patients. This shows that the dataset has an unbalanced class distribution. The target feature on the dataset is 

cath with a CAD value for patients with coronary artery disease and normal for normal patients. 

 

 

 
 

Figure 1. Research method design for CAD prediction 

 

 

2.2.  Data exploration 

Our dataset has many diverse features, so this step is taken to explore the dataset to get useful 

insights through visualization and data analysis. This step also helps us find out the missing values and 

identify the types of numeric features and categorical features in the dataset. 

 

2.3.  Data preprocessing 

Real-word datasets have incomplete, inconsistent, and even have missing value on specific features. 

Data preprocessing used to clean and format the raw data in the dataset so that machine learning algorithms 

can easily represent the feature set. In this study, we implemented several data preprocessing steps. The first 

step is to convert categorical features to numeric values because machine learning algorithms can only read 

and process numeric values. Next, we create a feature matrix that is used as the input variable and the target 

variable. The input feature is stored into 𝑋 variable while the target feature is stored into 𝑌 variable. The final 

step is normalizing the data to rescale the numeric features into ranges 0 and 1 used a min-max scaler, as 

shown in (1). 

 

𝑥′ =
𝑥𝑖−min(𝑥)

max(𝑥)−min(𝑥)
 (1) 

 

2.4.  Feature selection 

The features used to train machine learning algorithms have a significant impact on the performance 

of the final model. Irrelevant features can have a negative impact on the resulting model [26]. To identify 

features that affect the target variable, feature selection can be used. Feature selection is the process of 

reducing the number of features in a dataset in order to improve the model's performance [27]. We used 

feature selection to predict which features were most important in influencing patients with CAD or not. 

extremely randomized trees classifier is an ensemble learning type used for feature selection. In this method, 

each decision tree is generated from the training sample. Then, at each test node, the decision tree is given a 

random sample of k features of all features, where each decision tree must choose the best feature to separate 

the data based on the Gini Index value. This random feature will provide several uncorrelated decision trees. 

This value is referred to as the feature's Gini Importance. To make the feature selection process easier, each 

feature is graded according to its Gini Importance. 

 

2.5.  Data separation 

Data separation is used to evaluate machine learning algorithms' performance when predicting data 

that was not used to train the model. Divide the dataset into two subsets using the data separation process. 
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The first subset is utilized to train machine learning algorithms in order to generate prediction models. The 

second subset is the test set on which the prediction model is evaluated. We trained on 75% of the dataset and 

tested the model on the remaining 25%. 

 

2.6.  Stratified k-fold 

When performing the data separation procedure, the main problem must be enough data to divide 

the dataset into training data and test data as data representations following the problem domain. Therefore, 

this procedure is not suitable for evaluating model performance if there are few datasets available. There will 

not be enough data on the training or testing subset for the model to learn the effective mapping from input to 

output. Prediction performance can be too optimistic (good prediction) or too pessimistic (bad).  

An alternative method that can be used if do not have enough data is the K-Fold procedure by 

folding K as much data and repeating the process as many as K as well. One type of this procedure is a 

Stratified K-fold, as shown in Figure 2. Stratified K-Fold is helpful if the available dataset is few and has an 

unbalanced class distribution. We want to maintain the class imbalance to represent some information about 

what the model is trying to predict. In this study, we use a combination of the Stratified K-Fold procedure to 

conduct a final evaluation of the performance of the implemented model. After separated the training and 

testing set in the previous steps, we further divided the training set into validation set to validate the machine 

learning algorithms performance during the k-fold iteration process. We also performed feature resampling to 

balance the distribution of classes in the training set during this process. The generated prediction model is 

finally tested using the testing set as the final result of the predicted performance. 

 

 

 
 

Figure 2. Stratified k-fold schema 

 

 

2.7.  Feature resampling 

Imbalance data causes the model to be biased in choosing the majority class. There are many ways 

to handle a dataset with an unbalanced class distribution, including collecting more data, trying variations in 

machine learning algorithms, using both oversampling and undersampling techniques. Collecting more data 

is impossible because it requires more time and costs, while undersampling techniques can cause the loss of 

important information in the dataset. Therefore, in this study, we focus on oversampling techniques SMOTE 

and ADASYN so that we hope not to lose any information that might be valuable in the dataset. SMOTE 

uses a k-nearest neighbors (k-NN)-based distance approach to create synthetic data [28]. First, the data is 

randomly selected from the minority class, then K is the closest neighbor of the data. Synthetic data is 

generated between randomly selected and K-nearest data. This step is repeated until the minority class has 

the same proportion as the majority class. Meanwhile, ADASYN is a variation of SMOTE by creating 

synthetic data based on data density [29]. The synthetic data generated will be inversely proportional to the 

density of the minority class. That is, more synthetic data is generated in the feature space where the density 

of the minority class is low, and less or even less synthetic data is generated in the high density minority class 

[21]. 

 



Int J Artif Intell  ISSN: 2252-8938  

 

Effective predictive modelling for coronary artery diseases using support … (Kuncahyo Setyo Nugroho) 

349 

2.8.  Support vector machine 

The SVM is a highly effective classification algorithm by finding decision boundaries known as 

hyperplanes. The optimal hyperplane separates the instances correctly into each class. The margins on the 

optimal hyperplane and instances in training are maximized to fit the data. The SVM model is not delicate to 

other information focuses. Its point is to track down the best division line, for example, the ideal hyperplane 

between the two classes of tests, to have the most significant distance conceivable to every one of the two 

classes of help vectors. The separator line dictates the indicator include for each prescient class. Figure 3 

shows the vector machine in 2-dimensional space [16]. 

 

 

 
 

Figure 3. SVM in 2-dimensional space [16] 

 

 

A hyperplane with a wider margin is projected to be more accurate than one with a smaller margin 

when classifying future data. Therefore, the hyperplane with the largest margin will be searched for. The 

function has the following in (2) [30]. 

 

𝑦(𝑥) = 𝑠𝑔𝑛[∑ 𝛼𝑖𝑦𝑖(𝑥𝑖 , 𝑥) + 𝑏𝑚
𝑖=1 ]  (2) 

 

However, in (2) can be applied if the sample data used can be separated linearly. Kernel methods enable the 

transformation of data into huge dimensions for classification challenges. As is the case with data samples 

that cannot be split linearly, the kernel function converts the data to a higher-dimensional space without 

actually changing it to that space. In (3) can be applied when the data sample situation cannot be separated 

linearly. 

 

𝑦(𝑥) = 𝑠𝑔𝑛[∑ 𝛼𝑖𝑦𝑖𝐾(𝑥𝑖 , 𝑥) + 𝑏𝑚
𝑖=1 ] (3) 

 

The kernel function 𝐾(𝑥𝑖 , 𝑥) is equals to (𝑥𝑖 , 𝑥) and 𝑥 is the non-linear space from the original space to high 

dimensional space. Where, 𝑟 and 𝑑 are kernel parameters, and the four basic kernels are given as follows in 

(4)-(7). In this study, we use all kernels to find the best SVM performance. 

 

𝐿𝑖𝑛𝑒𝑎𝑟: 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖
𝑇  𝑥𝑗 (4) 

 

𝑃𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙: 𝐾(𝑥𝑖 , 𝑥𝑗) = (𝛾 𝑥𝑖
𝑇  𝑥𝑗 + 𝑟)

𝑑
, 𝛾 > 0 (5) 

 

𝑅𝑎𝑑𝑖𝑎𝑙 𝐵𝑖𝑎𝑠 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (𝑅𝐵𝐹): 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2

) , 𝛾 > 0 (6) 

 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑: 𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑡𝑎𝑛ℎ(𝛾𝑥𝑖
𝑇  𝑥𝑗 + 𝑟) (7) 

 

2.9.  Evaluation metrics 

The model generated during the training phase is used to obtain predictive results from population 

data. In the classification, the confusion matrix describes the model's performance by calculating which 

classes are predicted correctly and incorrectly and what types of errors are made. True positive (TP) is 
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defined as positive instances that are predicted to be true. For example, a patient with CAD is predicted to 

have true CAD. True negative (TN) is defined as negative instances that are predicted to be true. For 

example, a patient who does not have CAD is predicted not to have CAD. False positive (FP) is negative 

instances that are predicted as positive instances. For example, a patient who does not have CAD is predicted 

to have CAD. False negative (FN) is positive instances that are predicted as negative instances. For example, 

a patient who has CAD is predicted not to have CAD. 

The most frequently used performance metric based on the confusion matrix for classification is 

accuracy. Accuracy is the ratio of true predictions (TP and TN) with the overall data that describes the level 

of closeness of the predicted value to the actual value, as shown in (8). In the training phase, the model’s 

accuracy is obtained from the average of each fold in the cross-validation. The standard deviation was also 

calculated to see the variance. The problem with unbalanced data is negative instances with the majority class 

and positive instances with fewer classes. To interpreting the model performance with unbalanced data, 

receiver operating characteristic (ROC) curve are used. The ROC curve is obtained from the true positive rate 

(TPR) as in (9) and the false positive rate (FPR) as in (10). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (8) 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (9) 

 

𝐹𝑃𝑅 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (10) 

 

 

3. RESULTS AND DISCUSSION 

Based on the research framework in Figure 1, the first step we take is preprocessing by changing all 

categorical features in the dataset to numeric values and normalizing them using the minmax scaler. Next, we 

use feature selection to determine which features are significant and have an effect on the target variable. We 

choose features using the additional trees classifier. From the results of feature selection, we found that there 

are 16 features that are correlated with the target variables shown in Table 1. In each subsequent test, we 

compare the model's performance using all the features and feature selection results. We wanted to find out if 

feature selection could improve the performance of a given model. 

 

 

Table 1. The features used are based on the selection results 
Feauture name Feature category 

Age Demographic 

Weight Demographic 

BMI Demographic 

HTN Demographic 

BP Symptom and examination 
Typical chest pain Symptom and examination 

Atypical Symptom and examination 

Nonanginal Symptom and examination 

Tinversion ECG 

FBS Laboratory and echo 
TG Laboratory and echo 

ESR Laboratory and echo 

Neut Laboratory and echo 

EF-TTE Laboratory and echo 

Region RMWA Laboratory and echo 

 

 

To evaluate the predictive model, we divided the dataset into 75% for the training set and the 

remainder for the test set. Next, the 10-layer cross-validation procedure we applied to the training set. In this 

procedure, the training set is randomly divided into ten sections, 9 folds are used to train the classification 

model and the remaining 1 fold is divided to validate the model. This procedure is performed 10 folds. The 

dataset character has class imbalance, the value of cross validation is a metric that can be used to evaluate the 

model because the folds are made with the same number of samples for each class so that the class 

distribution can be optimally balanced. This procedure can ultimately provide sufficient representation of the 

minority and majority classes in each group.  



Int J Artif Intell  ISSN: 2252-8938  

 

Effective predictive modelling for coronary artery diseases using support … (Kuncahyo Setyo Nugroho) 

351 

We compared the performance of the various number of classifications in CAD predictions on 

different unbalanced and balanced datasets. We choose SVM as our main model. We comparing the 

performance of the SVM model with several other methods such as k-NN, naïve bayes, and decision tree 

without any cross-validation procedures. The next experiment is to implement the resampling feature in the 

cross-validation procedure by creating synthetic data for the minority class. We used two different 

oversampling techniques, SMOTE and ADASYN. Unbalanced training data shown in Figure 4, while the 

balanced training data results are shown in Figures 5(a) and (b). 

 

 

 
 

Figure 1. Unbalanced on training data 

 

 

 
(a) 

 
(b) 

Figure 2. The result of feature resampling (a) using SMOTE and (b) using ADASYN 

 

 

The majority of machine learning algorithms will not produce optimal results if the parameters are 

not properly specified. In order to build a good classification model, it is very important to select the 

parameters in a machine learning algorithm. Effective parameter initialization is situation-dependent, and 

each situation may require unique parameters. By specifying the appropriate parameters, the model can be 

guided to its optimal solution [31]. Parameter optimization is time consuming if done manually, especially 

since it has many parameters. The biggest problem in setting up an SVM model is choosing kernel functions 

and their parameter values [32], [33]. Incorrect parameter settings lead to poor classification results. 

Therefore, the last step we took was a grid search for hyper-parameters tuning to find the optimal SVM 

parameter. Hyper-parameters are defined using the minimum value, maximum value, and the number of 

steps. The parameters we are looking for are shown in Table 2. Machine learning algorithms are trained on 

imbalanced data using all features and from the feature selection results, as shown in Table 3. 

Based on Table 3, SVM shows that it has the highest accuracy in the training and testing phases, so 

it is superior to all the models we use. The SVM accuracy obtained when using the full feature is better than 

using feature selection. This is consistent with research [10] that SVM produces better accuracy when using 

all features (high dimensional data). We see that our base model does a reasonable job of modeling the data. 

But when viewed, the accuracy value of training and testing has quite a difference. We want the training 

value to be the same or close to the test value. Therefore, our next experiment uses stratified k-fold to 
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validate the model. Based on Table 4, the average accuracy during the training phase decreases for the whole 

model. This shows that our model can predict the test data more accurately. Now we just focus only on our 

main model, the SVM. Next, we will perform feature resampling with SMOTE and ADASYN as an effort to 

balance the training data during the cross-validation procedure. We also perform model-based predictions on 

the test set. Based on Table 5, the SVM model provides good performance when using SMOTE. When using 

feature selection, training accuracy drops while testing accuracy goes up. This makes it possible for our 

model to more accurately predict test data. To improve the performance of the final model, we take 

hyperparameter-tuning to find the most optimal parameters in the SVM using features from the feature 

selection results and SMOTE in stratified k-fold. Based on grid-search, the best SVM model is obtained 

using the parameters C=1000, degree=1, gamma=0.001, kernel: RBF. By using cross-validation, the highest 

model accuracy obtained in the test set reached 88%, as shown in Table 6. Based on the confusion matrix in 

Figure 3, the model shows the number of TP=48 and TN=19. While the ROC curve in Figure 4 shows that 

the model has good performance because the curve is away from the baseline to the TPR axis. This means 

that the model classifies more data instances correctly. 
 

 

Table 2. Grid search for hyper-parameters tuning to find optimal SVM parameters 
SVM parameter Value range 

C 0.1, 1, 10, 100, 1000 

Gamma 1, 0.1, 0.001, 0.001, 0.0001 

Degree 1, 2, 3, 4, 5, 6 

Kernel Linear, Polynomial, RBF, Sigmoid 

 

 

Table 3. Training and testing score several algorithm on the imbalanced dataset 
Model Full Feature Feature Feature 

Training Testing Training Testing 

SVM 0.942 0.855 0.925 0.815 
k-NN 0.885 0.776 0.881 0.868 

Naïve Bayes 0.894 0.828 0.867 0.815 

Decision Tree 1.000 0.723 1.000 0.776 

 

 

Table 4. Average cross-validation score trained on the imbalanced dataset 
Model Full feature Feature feature 

Cross validation score 

SVM 0.872 ± 0.055 0.855 ± 0.072 

k-NN 0.828 ± 0.037 0.842 ± 0.074 

Naïve Bayes 0.854 ± 0.042 0.863 ± 0.059 

Decision Tree 0.833 ± 0.041 0.797 ± 0.048 

 

 

Table 5. SVM performance with feature resampling trained on the balanced dataset 
 Full Feature Feature Selection 

Training Cross Validation Testing Training Cross Validation Testing 

SMOTE 0.942 0.859 ± 0.038 0.855 0.920 0.868 ± 0.091 0.881 

ADASYN 0.942 0.849 ± 0.091 0.881 0.876 0.828 ± 0.105 0.815 

 

 

 
 

Figure 3. Confusion matrix of SVM balanced dataset with feature selection 
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Table 6. Hyper-parameter tuning for SVM performance in balanced dataset with feature selection 
Training Cross Validate Testing 

0.925 0.877 ± 0.05 0.881 

 

 

 
 

Figure 4. ROC curve of SVM balanced dataset with feature selection 

 

 

4. CONCLUSION 

 This study has succeeded in making predictions for CAD using SVM. SVM has better performance 

than all tested algorithms, such as decision tree, k-NN, and naïve bayes. The main challenge of this research 

is to deal with unbalanced data and the many features in the dataset. Although the first testers without using 

feature selection and model resampling features have worked well for modeling the data, there is sufficient 

distance between the examiners and the training accuracy. Ideally, training and testing accuracy are relatively 

close. We use extra tree class-based feature selection to generate 16 updated features on the target variable. 

Our tests using random trees classifier for feature selection and SMOTE for feature resampling show that the 

best model performance is the testing accuracy of 88%. 
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