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 The success of the company requires careful planning. Perusahaan Daerah 

Air Minum (PDAM) is a drinking water facility management company that 

plays an important role in supporting the smooth development of the region 
with the influence of revenue targets. Prediction of revenue targets is 

deemed necessary for accurate and effective decision making. Predictions 

are made by comparing the double moving average (DMA) and double 

exponential smoothing (DES) methods which refer to the actual data from 
the previous five (5) years. Measuring forecasting accuracy using mean 

absolute percentage error (MAPE) and assessing accuracy analysis results 

using tracking signal. Prediction test uses five (5) order values on DMA and 

five (5) alpha values on DES. Based on the test, it shows that the DMA has 
the advantage of a smaller MAPE value <10 with very good criteria and the 

results of the analysis of the pattern graph on the tracking signal that do not 

exceed the upper control limit (UCL) and the lower control limit (LCL). It is 

concluded that the DMA method is more recommended as a reference 
approach to support decisions to determine PDAM revenue targets and as a 

basis for planning and policy making to predict future revenue targets. 
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1. INTRODUCTION 

Forecasting is important. The forecasting process can be applied to various fields, such as business, 

industry, government, economics, medicine, social, political, environmental, accounting, and others [1]. 

Forecasting is an activity to predict future conditions using past data [2]. The forecasting consists of taking 

historical data as inputs then using them to predict future observations, thus determining future trends [3]. 

A forecast has two main techniques, namely statistics and assessment [4]. Statistical techniques are 

mostly used for business applications when data is available [5]. Valuation techniques are used for a variety 

of applications where data are not available for statistical forecasts [6]. 

Methods in forecasting are classified into two methods, qualitative and quantitative methods. 

Qualitative forecasting has properties that do not use past data and uses certain opinions so that it cannot be 

solved in a mathematical way. Quantitative methods are used more often than qualitative methods. One of 

them that is widely used is the time series analysis in which the data is accumulated over a certain period of 

time. Time series tend to be used to predict the future and are created using detailed data sets generated in the 

past [7], [8]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Accurately and effectively evaluating future epidemic trends requires short-term forecasts [9].  

Time series analysis is widely used as a quantitative forecasting method, such as forecasting the number of 

new hospitalized patients [10], the cost of treatment [11] and water consumption expenditure [12].  

Moving average model analysis has also been widely used in various research fields, such as to analyze 

surveillance data for predicting the number of disease patients [13], predicting the amount of water 

production [14] and so on. 

Perusahaan Daerah Air Minum (PDAM) is a state-owned enterprise in the field of drinking water 

and clean water management to improve the welfare of the community in terms of social, health and public 

services and PDAM Samarinda city is a regional government business entity that is also engaged in this field. 

In order to support the smooth development of the region, the important role and success of PDAMs must 

always be pursued by achieving the revenue target obtained through clean water levies. The achievement of 

this revenue target will affect the company's optimal planning in supporting the smooth development of the 

region. 

The research objective is to find out the best method in predicting future PDAM revenue targets as a 

decision support model for decision makers in PDAM. The comparison method is double moving average 

(DMA) and double exponential smoothing (DES) method. Accuracy test of the prediction results is carried 

out by applying the mean absolute percentage error (MAPE) method and analyzing the prediction results 

using the tracking signal. The results of the comparison method are used as a reference in decision making 

and the best method can be applied in predicting PDAM revenue targets. The data used is income data for the 

last five (5) years from January 2015 to December 2019. The output results are used in decision making to 

plan revenue targets or potential income in the next 1 (one) year. Through this research, planners and 

decision makers can consider broader strategic alternatives, strategic plans and actions to deal with future 

possibilities. 

Studies related to forecasting using the DMA and DES methods include prediction to determine 

bitcoin price trading using bitcoin price dataset 2 (two) years prior. Prediction is done by applying the DES 

method based on the percentage of absolute MAPE. From the results of the application using the DES 

method and testing using MAPE, the smallest MAPE value is 2.89%, with the best alpha being at an alpha 

value of 0.9 [15] and forecasting the number of foreign tourists using data from the previous 8 (eight) years 

and comparing the DMA and DES time series forecasting methods. The results showed that the DMA 

method on the 12th order obtained the smallest MAPE value of 14.12%. While the DES Brown and Holt 

DES methods produce MAPE values of 12.71% and 12.21%, respectively. So it is concluded that the DES 

method is more suitable for the trend of time series calculations in the case of predicting the number of 

foreign tourists [16]. Jitter efficiency research using DES by comparing the DES method based on kalman 

filter (KF) and extended kalman filter (EKF). The results showed that the DES method was superior with 

20% better results than the KF-based method and 18% better than the EKF-based method [17]. Forecasting 

trends in the incidence of acute hemorrhagic conjunctivitis (AHC) using seasonal autoregressive integrated 

moving average (SARIMA) and exponential smoothing models using data from 2011-2016 with the 

conclusion that the SARIMA method has a minimum error percentage so that it becomes the recommended 

model in sample simulation [18]. Forecasting Brazil's death rate due to work accidents by comparing three 

moving average models, the results of which the autoregressive moving average (ARIMA) and beta 

autoregressive moving average (ARMA) models perform better than the kumaraswamy autoregressive 

moving average (KARMA) model [19]. Research on forecasting income targets that compares DES and 

triple exponential smoothing methods. The results show that the DES method is more recommended than 

triple exponential smoothing based on a lower error value [20]. So, in this study, we continue with previous 

research by comparing the DES method that has been recommended in previous studies with the DMA 

method based on MAPE accuracy testing and pattern chart analysis with tracking signals. 

 

 

2. RESEARCH METHOD 

2.1.  Double moving average (DMA) 

The process of generating future forecasts on the moving average model requires some new data 

based on actual demand data. The stability over time of demand for the product will make the moving 

average method effective. To get forecast results in the future period, historical data is needed for a certain 

period. For example, using a 3-month movement, predictions in the 4th month can be calculated after the 3rd 

month ends and so on [21]. The basis of the multiple moving average method is to calculate a second moving 

average. The steps in applying the multiple moving average method are: 

 

𝑆′
𝑡 =

𝑋𝑡+ 𝑋𝑡−1+⋯𝑋𝑡+1−𝑛

𝑛
 (1) 
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𝑆′′
𝑡 =

𝑆′
𝑡+ 𝑆′

𝑡−1+⋯𝑆′
𝑡+1−𝑛

𝑛
   (2) 

 

𝑎𝑡 = 2𝑆′𝑡 − 𝑆′′𝑡  (3) 

 

𝑏𝑡 =
2

𝑛−1
 (𝑆′

𝑡 − 𝑆′′
𝑡)  (4) 

 

𝐹𝑡+𝑚 = 𝑎𝑡 + 𝑏𝑡𝑚  (5) 

 

𝑋𝑡 shows the data in period t, n as an order, 𝑆′𝑡 is the first average value of period t and 𝑆′′𝑡 is the second 

average value of period t. The 𝑎𝑡 indicates interception in the period t, 𝑏𝑡 shows the trend value of the period 

t and 𝐹𝑡+𝑚 is a forecast in the period t+m. 

 

2.2.  Double exponential smoothing (DES) 

The DES method was proposed by Brown to overcome the differences that arise between the actual 

data and the forecast value if there is a trend in the plot [22]. When the data shows a trend, the DES method 

can be used to estimate the growth of the average value at the end of each period [18]. Forecasting algorithms 

using the DES method are: 

 

𝑆′𝑡 = 𝛼𝑋𝑡 + (1 −  𝛼)𝑆′𝑡−1 (6) 

 

𝑆′′𝑡 = 𝛼𝑆′𝑡 + (1 −  𝛼)𝑆′′𝑡−1 (7) 

 

𝑎𝑡 = 2𝑆′𝑡 − 𝑆′′𝑡 (8) 

 

𝑏𝑡 =
𝛼

1−𝛼
 𝑆′𝑡 − 𝑆′′𝑡 (9) 

 

𝐹𝑡+𝑚 = 𝑎𝑡 + 𝑏𝑡𝑚 (10) 

 

S't is a single smoothing value and S''t is a double smoothing value, Xt is the actual data value, α is a 

smoothing constant between 0 and 1, Ft+m is the result of forecasting the next period and m is a number of 

predicted advance periods [23]. 

 

2.3.  Mean absolute percentage error (MAPE) 

MAPE is the middle or average value of the total percentage error for a given data set. Forecasts 

contain a level of uncertainty so that there will be an error value between the predicted value and the actual 

value. MAPE is used to determine the magnitude of the error in the time series data model. If it has forecast 

and actual values for n periods, then MAPE can be calculated by (11). The MAPE value has criteria that 

explain that the smaller the MAPE value, the better the accuracy value. MAPE score criteria are shown in 

Table 1 [24]. 

 

𝑀𝐴𝑃𝐸 = ∑ |
𝑎𝑥−𝑟𝑥

𝑎𝑥
| 𝑥

100

𝑛

𝑛
𝑥=1  (11) 

 

 

Table 1. MAPE criteria value 
MAPE value Criteria 

< 10 Very good 

10-20 Good 

20-50 Enough 

> 50 Bad 

< 10 Very bad 

 

 

2.4.  Tracking signal 

Tracking signal is a measure of how well a forecast estimates the actual values of a forecast updated 

every week, month or quarter, so that new demand data is compared to forecast values. The calculation of the 

tracking signal is shown in (12) [25]. Where the running sum of the forecast errors (RSFE) is divided by the 

mean absolute deviation (MAD). The RSFE value is the cumulative sum of the differences between the 



Int J Artif Intell  ISSN: 2252-8938  

 

Decision support for predicting revenue target determination with comparison… (Dyna Marisa Khairina) 

443 

actual data and the forecast results in each period, while the MAD is the ratio between the absolute 

cumulative errors for each period. 

 

𝑇𝑟𝑎𝑐𝑘𝑖𝑛𝑔 𝑆𝑖𝑔𝑛𝑎𝑙 =
𝑅𝐹𝑆𝐸

𝑀𝐴𝐷
 (12) 

 

The actual value is greater than the estimated value indicated by a positive tracking signal value and 

the actual value is smaller than the estimated value indicated by a negative tracking signal value. The 

tracking signal is said to be good if it has a low RSFE value and has a positive error equal to or equal to a 

negative error, so that the center of the tracking signal is close to zero. After the tracking signals are 

calculated, a control tracking signal map can be constructed as well as a control map in statistical process 

control having an upper control limit (UCL) and a lower control limit (LCL). Production planning and 

inventory control (PPIC) experts, George Plossl and Oliver Wight suggest the tracking signal control limit to 

use a maximum value of 4 [26], so that if the tracking signal is outside the control limit, the forecasting 

accuracy cannot be accepted and the forecasting model needs to be reviewed, and if the tracking signal is 

within the control limits then the calculation can be continued [25]. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Data collection 

Decision making model to predict future PDAM revenue targets is carried out by applying two 

methods and comparisons are made to find out the best method to be recommended in terms of predicting 

revenue targets. The comparison method is the DMA and DES method. Then tested with two techniques, 

namely testing accuracy of the prediction results using MAPE method and testing based on the analysis of 

the prediction results using tracking signal method in the form of a pattern graph. The resulting output is used 

as a reference in making decisions and knowing the advantages of the best method in predicting revenue 

targets for the coming years. The data used is PDAM Tirta Kencana Samarinda revenue data for the last five 

(5) years, from January 2015 to December 2019. This data then becomes the basis for forecasting the next 1 

(one) year. 

 

3.2.  Prediction using double moving average (DMA) method 

Calculations using DMA method are carried out using 5 time-order values, namely 2, 4, 6, 8 and 10. 

The forecasting data used is income data from 2015 to 2019 to forecast income in 2020. Because at t=1 year 

the forecast value of S1 is not available, the value of S1 is determined to be the same as the value of X1 in all 

calculations. Forecasting monthly income is done by performing calculations in (1) to (5). The stages of 

applying the DMA method are: 

− Determination of the number of periods or months (m). 

− First average value is single moving average (S't) withn (1). 

− The second average value is DMA (S”t) with (2). 

− The constant value for m periods (next month) with (3). 

− The value of the trend coefficient with (4). 

− The final result of the prediction uses (5). 

Calculations using the DMA method for the 2020 revenue target are carried out on every 5 time order values, 

namely 2, 4, 6, 8 and 10. 

 

3.3.  Prediction using double exponential smoothing (DES) method 

Different alpha values are used to predict income using DES method, as many as 5 alphas, namely 

alpha 0.1, 0.3, 0.5, 0.7, and 0.9. Forecasting data used is income data from 2015-2019 for 2020 predictions. 

At t=1 year the forecast value of S1 is not available, the value of S1 is determined to be the same as the value 

of X1 in the calculation. Forecasting monthly income is done by performing calculations in (6) to (10). The 

stages of applying the DES method are: 

− Value of single exponential smoothing (S't) with (6). 

− DES (S”t) value with (7). 

− The constant value for m periods (next month) with (8). 

− The value of the trend coefficient with (9). 

− The final result of the prediction using (10). 

Calculations using the DES method for the 2020 revenue target are carried out on each of the five (5) alpha 

values, namely alpha 0.1, 0.3, 0.5, 0.7 and 0.9. 
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3.4.  Prediction result accuracy using mean absolute percentage error (MAPE) 

The accuracy value test was carried out based on the prediction results of each method. Test the 

accuracy of the prediction results using the MAPE method to see errors in forecasting. MAPE value from the 

prediction results using DMA for each order value is shown in Table 2 and MAPE value from DES method 

prediction for each alpha value is shown in Table 3. 

 

 

Table 2. MAPE value of the predicted results of the DMA method for each orde value 
Orde value MAPE value 

n=2 8.27 

n=4 9.53 

n=6 11.27 

n=8 11.23 

n=10 9.36 

 

 

Table 3. MAPE value of predicted results of DES method on each alpha value 
Alpha value MAPE value 

α=0.1 20.99 

α=0.3 13.01 

α=0.5 11.40 

α=0.7 11.52 

α=0.9 11.60 

 

 

In the MAPE test results from the prediction results of the DMA method, the best MAPE value is 

obtained at the value of order n=2 with the smallest MAPE value of 8.27. The MAPE test results from the 

predictions of the DES method, the best MAPE value is found at α (alpha)=0.5 with the smallest MAPE 

value of 11.4. The two results are a comparison between the two methods to find out which method is more 

recommended based on the smallest MAPE value. 

 

3.5.  Verification and graph analysis of predicted result patterns using tracking signals 

After obtaining the best forecasting method based on the smallest MAPE value of the two methods 

used, then verification of the prediction results using the tracking signal method is presented in the form of a 

pattern graph to measure accuracy of the prediction results of income targets from two methods so that they 

can be used as considerations in making decisions. The graph of the tracking signal pattern provides 

information on whether or not there is a value that comes out of UCL of 4 and LCL of -4. Tracking signal 

calculation to get the value of the accuracy verification of the prediction results used (12). The results of the 

tracking signal from the prediction results of the two methods are presented in Table 4. 

 

 

Table 4. Tracking signal accuracy value predicted revenue target results from both methods for 2019 
Month Period Tracking Signal 

DMA DES 

January -1 -1 

February -2 0,25 

March -3 1,38 

April -3,64 2,4 

May -2,78 3,33 

June -1,48 4,27 

July -2,1 5,17 

August -2,49 6,14 

September -1,98 7,2 

October -2,08 8,24 

November -3,97 9,12 

December -3,58 9,99 

 

 

Based on Table 4, value of the tracking signal from the prediction results of the two methods is then 

presented in the form of a pattern graph that shows the verification of the prediction results of the income 

target from the DMA and DES methods. The graph of tracking signal pattern from the prediction results of 

the DMA method is presented in Figure 1 and the graph of the tracking signal pattern from the predicted 

result of the DES method is presented in Figure 2. 
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Figure 1 shows that the tracking signal value from the DMA method does not exceed the UCL and 

LCL values so that the prediction results using the DMA method can be used as a reference to predict future 

income targets. Figure 2 shows the tracking signal value in the DES method that exceeds the UCL and LCL 

control limits so that the prediction results using the DES method are considered inappropriate for predicting 

future revenue targets. Then the value of the tracking signal in the DMA method that meets the UCL and 

LCL. 

 

 

 
 

Figure 1. Chart of tracking signal patterns from predicted results of DMA method 

 

 

 
 

Figure 2. Chart of tracking signal patterns from predicted results of DES method 

 

 

4. CONCLUSION 

Decision support model to predict PDAM's revenue target in the coming year is done by comparing 

the DMA and DES methods to find the most suitable and best method. Prediction of income targets using the 

DMA method is carried out on 5 time-order values, namely 2, 4, 6, 8, and 10 and predictions of income 

targets using the DES method are carried out on 5 alpha values, namely alpha 0.1, 0.3, 0.5, 0.7, and 0.9. The 
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test is carried out using two techniques, namely testing the accuracy of the prediction results using MAPE 

and analyzing the prediction results using Tracking Signal in the form of a pattern graph. Based on the results 

of testing the MAPE value, the DMA method obtained the best MAPE value at order n=2 with the smallest 

MAPE value of 8.27 while the DES method obtained the best MAPE value at α=0.5 with the smallest MAPE 

value of 11.4. Based on the verification and analysis of the tracking signal pattern graph, the tracking signal 

value in DMA does not exceed the UCL and LCL values, while the tracking signal pattern graph in DES 

shows the tracking signal value exceeds the UCL and LCL control limits. From the tests that have been 

carried out, it is concluded that the DMA method is more suitable as a reference for predicting future revenue 

targets because the MAPE value is < 10 (very good) and the tracking signal value does not exceed UCL and 

LCL. It is suggested that the DMA method can be used as an approach to support the prediction of PDAM 

revenue targets as a follow-up to the planning policy decision makers in predicting future revenue targets. 
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