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 This study attempted to deploy a high performing natural language 

processing model which specifically trained on flagging clickbait Indonesian 

news headline. The deployed model is accessible from any internet-

connected device because it implements representational state transfer 

application programming interface (RESTful API). The application is useful 

to avoid clickbait news which often solely purposed to rack money but not 

delivering trustworthy news. With many online news outlets adopting the 

click-based advertising, clickbait headline become ubiquitous. Thus, 

newsworthy articles often cluttered with clickbait news. Leveraging state-of-

the-art bidirectional encoder representation from transformers (BERT), a 

lightweight web application is developed. This study offloaded the 

computing resources needed to train the model on a separate instance of 

virtual server and then deployed the trained model on the cloud, while the 

client-side application only needs to send a request to the API and the cloud 

server will handle the rest, often known as three-layer architecture. This 

study designed and developed a web-based application to detect clickbait in 

Indonesian using IndoBERT as its language model. The application usage 

and potentials were discussed. The source code and running application are 

available for public with a performance of mean receiver operating 

characteristic-area under the curve (ROC-AUC) of 89%. 
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1. INTRODUCTION 

Clickbait headlines have becoming more prominent since the advertiser decide to count popularity 

based on clicks. Some news that were deemed as less newsworthy used clickbait to attract readers, to ensure 

that the news still makes money [1]. Since then, a lot of scientific articles proposed ways to detect clickbait 

using artificial intelligence (AI), one of them was fine tuned for Indonesian headlines [2]–[6]. However, 

those articles often propose methods only but did not create any usable tool for the readers. Some Indonesian 

people simply cannot distinguish clickbait and normal headlines and often get disappointed after clicking the 

news, and it may be correlated to the inequality of internet access in Indonesia, widely known as the digital 

divide [7]. People with less internet exposure may have a hard time at pointing out clickbaits, simply because 

they seldom encountered it. 

A study found that human curiosity takes part in detecting clickbait, such with high curiosity, people 

are more likely to get trapped on clickbait news. The connection between curiosity and clickbait persisted on 

all age [8]. Indonesian is mostly curious people, the high engagement on celebrity related news and overly 

friendly Indonesian culture, which often followed by overly curious question (or kepo), one of the examples 
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is how Indonesian really like to dig into other’s private lives, such as asking why a couple still haven’t had 

kids or so. This culture of high curiosity is common among Asians, naturally seen as an act of care toward 

others and a sense of togetherness [9]–[11]. 

With the increasing usage of clickbait headline in Indonesian news outline, there must be a reason. 

Clickbait news often met with superb engagement on all platform, this is mainly due to the nature of clickbait 

that are dramatic, full of teases, often sexually explicit, and incite over curiosity [12]. High engagement from 

the advertising perspective means good money, disregarding how the news was written or how newsworthy 

the news is. Thus, online news outlet is faced with dilemma, either write a lot of sloppy news with clickbait 

headline and high advertisement money, or staying true to the high-quality journalism ethics of publishing 

the truth without hiding anything [13], [14]. 

Previous studies proposed a plethora of machine learning method to point out clickbait headline, but 

often undeployed and remained as a report of evaluation metrics [2]–[6], [15]. Such model also needs a high 

computing power to run, with the addition of knowledge on how to actually run the model with user input 

[16], [17]. However, most Indonesian did not receive higher education or did not have required knowledge 

on how to run specific program with complicated access [18]–[21]. Although, Indonesian internet users are 

among the highest in South-East Asia and rapidly grows in the last 5 years. Given a ready to use application, 

with mobile-accessibility and user-friendly user interaction (UI), the clickbait detection AI model will be 

highly accessible to all Indonesian. 

By the availability of an easy-to-use application, digital literacy among readers may be increased 

and misinformation can be hindered [12], [22]. Furthermore, many methods in detecting clickbait from 

scientific articles can be implemented with high level of abstraction, so that people can use it easily without 

hassle. Therefore, this study aims to propose and develop an easy-to-use application to detect Indonesian 

clickbait headline, leveraging state-of-the-art language model, while still being easy on the client's computing 

resource. 

 

 

2. METHODS 

This study uses an existing model and annotated dataset of clickbait headlines. The model 

architecture used multilingual bidirectional encoder representations from transformers (BERT) and topped 

with a hidden layer of 100 neurons and one output layer [6]. While the dataset consisted of 6,000 annotated 

headlines with balanced class of clickbait and non-clickbait, also with absolute reliability [23]. Figure 1 

shows the application architecture, depicting how user requests flow through the application. It leverages the 

representational state transfer application programming interface (ReST API) architecture. 

 

 

 
 

Figure 1. User request flow diagram 

 

 

REST API architecture offers flexibility that it can run on multiple front-end versions at the same 

time without breaking its clients [24]. Using hypertext transfer protocol (HTTP) request, it leverages the light 

protocol to send standardized data format, often in javascript object notation (JSON), on a secure way 

because it still travels through secure HTTP (HTTPS). This way, when handling requests from mobile 

applications, or from any client-side interface, the data still flows seamlessly to the cloud server. 

In order to reduce memory usage, we train the model using IndoBERT lite base by IndoNLU instead 

of using multilingual BERT model used in the previous study [6]. This pre-trained model has 12 layers and 

around 11.7 million parameters. Compared to other pre-trained models, IndoBERT lite base performs well 

with f1-score average of 85%. Other models in IndoBERT family performs better but they require more 

parameters, hence higher memory usage [25]. 
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This study also use MySQL as the database engine due to its compatibility with a lot of server-side 

environments [26]. The database is used to store user feedback of the prediction for later retraining purposes. 

Figure 2 shows the feedback flow diagram and how the prediction is stored into the database. Furthermore, 

this study use flask to build the API, fronted by a gunicorn webserver gateway interface (WSGI) and engine 

x (nginx) webserver to serve the endpoint through the cloud, as depicted in Figure 1. Flask is used because it 

is not only simple and straightforward, but also very flexible, it provides high level abstraction to build API 

easily. Additionally, flask integrates seamlessly with gunicorn and nginx [27]. Moreover, nginx is used for its 

reverse-proxy capability, so that in the future, other microservices can be added to the same server and 

contained easily. 

REST API (or sometimes called RESTful API) is an API that uses REST architecture to handle a 

request sent from a user in the front-end. This allows users to interact with RESTful web services. In short, 

REST API works like a mediator between user and server [28]. The API was built to communicate the front-

end with a trained model, while the training iteration was executed on a separate google colaboratory 

platform. A snippet of the source code is shown on Figure 3. All respective codes are stored in 

https://github.com/ruzcmc/ClickbaitIndo-textclassifier and accessible to public. 

 

 

 
 

Figure 2. User feedback flow diagram 
 

 
--app.py-- 
 
from flask import Flask, request, jsonify, make_response 
from flask_limiter import Limiter 
from flask_limiter.util import get_remote_address 
from predict import predict 
 
@app.route("/predict", methods=["POST"]) 
@limiter.limit("2 per minute") 
def predictText(): 
request_data = request.get_json() 
uuid = uuid4() 
text = request_data['text'] 
user_ip = request.remote_addr 
prediction = predict(text) 
data = UserRequest( 
uuid = uuid, 
text = text, 
prediction = prediction, 
ip_address = user_ip 
) 
db.session.add(data) 
db.session.commit() 
response = make_response( 
jsonify( 
{ 
"id": uuid, 
"prediction": prediction 
} 
), 
200 
) 
response.headers["Content-Type"]="application/json" 
return response 
 
--predict.py-- 
 
import tensorflow as tf 
 
filename = "model/model.h5" 
model = keras.models.load_model(filename) 
 
 
def predict(input): 
input_id, attn_mask = np.array(encodeText(input)) 
data = [input_id, attn_mask] 
 
prediction = model.predict(data) 
prediction = (prediction > 0.5).astype("int32") 
prediction = prediction[0].item() 
 
return prediction 

 

Figure 3. Code snippet 
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In Figure 3, app.py shows how the API handled HTTP POST request, especially for the prediction. 

When the API receive a HTTP POST request from the frontend, it redirects the json data to another program 

that loads the trained IndoBERT model, passing through the whole processing pipeline. The prediction value 

is then saved into a variable then returned as json data with 200 code, including its unique id for archiving 

purpose. Finally, the frontend will receive json data from the API then display it to the user. 

While predict.py is the core of the prediction. The predict() function includes text pre-processing 

and BERT encoding from its respective functions, then the trained model is loaded to receive encoded text. 

Its output takes form as an integer from final sigmoid activation function, if the probability of the 

classification reached more than 0.5, it is classified as a clickbait (positive). Finally, the prediction value is 

returned to be caught by the API. 

The scripts are then hosted on a DigitalOcean droplet with Linux Ubuntu 20 as the operating 

system. Then, a static page hosted on github is used to invoke the API via HTTPS. To secure the endpoint 

from any unwanted actions, this study used encrypted HTTPS protocol to serve both the API and the front-

end. We also use a request limiter in the front-end and back-end to prevent spamming and disk operating 

system (DoS) attacks. The limiter limits requests to one request per minute from the fronted but set to be two 

requests per minute in the back-end. The limit difference is due to Axios' default behaviour to send pre-flight 

request before sending the actual request. 

 

 

3. RESULTS AND DISCUSSION  

After training the model, IndoBERT performs well with a receiver operating characteristic-area 

under the curve (ROC-AUC) average of 89%. Using this approach, memory usage is reduced by around 800 

MB. Less memory usage means our model is more efficient and will use less resources when processing a 

prediction request. Therefore, the cost of the server that hosts the model can be significantly reduced. 

However, switching to lighter model sacrificed prediction performance. Figure 4 (a)-(b) shows the 

ROC-AUC plot of IndoBERT model used in the developed application compared to multilingual BERT 

model used in previous study [6]. The developed application is accessible through our github page 

https://ruzcmc.github.io/ClickbaitIndo-textclassifier. Figure 5 shows the interface for user input, and request 

prediction button. 

 

 

  
(a) (b) 

 

Figure 4. Language model performance comparison (a) IndoBERT lite base and (b) Multilingual BERT 

 

 

After the prediction is shown to the user, the interface pop up button for user feedback. The 

feedback is used to verify the prediction. Figure 6 shows the interface after user received the prediction and 

the app request for user feedback. 

The web-based application for detecting Indonesian clickbait headlines was developed successfully. 

Although the training performance was slightly waned, the finished product still delivers most of the time. 

Future study should aim to evaluate the performance of the app, either from the UI/ user experience (UX) 

perspective or from the memory efficiency perspective. The prediction model also need to be evaluated and 

retrained in the future to enhance its capability. 

The limitation of the finished product is the lack of security on its endpoints. It should be possible to 

add extra protection such as Google reCAPTCHA or API-key based authentication. Future study needs to 

integrate authentication protocol to enhance the endpoint security. Although the finished product is easy 
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enough to use, sometimes it is a hassle to open new website only for checking clickbaits. Future study can 

further develop this application into a more integrated solution, such as browser extension capable of 

flagging clickbaits on-the-fly. 

 

 

 
 

Figure 5. Initial application UI 

 

 

 
 

Figure 6. AI prediction result and user feedback prompt 
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4. CONCLUSION  

The deployment of previously trained natural language processing model to detect Indonesian 

clickbait is successful. Using limited resource and leveraging the three layer service-oriented-architecture, 

this study can offload heavy natural language processing to an established cloud server. The usage of the app 

was not tested to the public even though the web application is publicly accessible and hosted on Github 

Page. Future work should enhance the endpoint security, especially if they want to transport private data 

through the APIs and also evaluate the user feedback on how useful and how easy to use the application is. 

Finally, future researcher should also consider integrating the endpoint into a media monitoring dashboard. A 

smart dashboard will help stakeholders to monitor their media quality and provide insights to enhance its 

public relations. This integration should also help news outlet to increase their journalism quality. 

 

 

ADDITIONAL RESOURCE 

The complete Python notebook, Scripts, Dockerfile, APIs and datasets are stored on 

https://github.com/ruzcmc/ClickbaitIndo-textclassifier and are available for public. The web application can 

be accessed and used on https://ruzcmc.github.io/ClickbaitIndo-textclassifier/  
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