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 Distributed Denial of Service (DDoS) attacks is the most common type of 

cyber-attack. Therefore, an appropriate mechanism is needed to overcome 

those problems. This paper proposed an integration method between the 

honeypot sensor and software defined network (SDN) (SD-honeypot 

network). In terms of the attack detection process, the honeypot server 

utilized the Semi-supervised learning method in the attack classification 

process by combining the Pseudo-labelling model (support vector machine 

(SVM) algorithm) and the subsequent classification with the Adaptive 

Boosting method. The dataset used in this paper is monitoring data taken by 

the Suricata sensor. The research experiment was conducted by examining 

several variables, namely the accuracy, precision, and recall pointed at 99%, 

66%, and 66%, respectively. The central processing unit (CPU) usage during 

classification was relatively small, which was around 14%. The average time 

of flow rule mitigation installation was 40s. In addition, the 

packet/prediction loss occurred during the attack, which caused several 

packets in the attack not to be classified was pointed at 43%. 
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1. INTRODUCTION 

The development in the networking technology area introduced significant enhancement on the 

management module. Generally, the traditional network performed both network management and 

forwarding mechanism into a single layer of abstraction. The main problem that originated from the 

traditional network implementation is scalability. The network tended to be complex along with the device’s 

extension. Therefore, several researchers generated programmable architecture called the software defined 

network (SDN). The primary concept was the separation of networking control and the forwarding function 

into two independent layers [1]. The communication protocol between the two mentioned layers is 

maintained by the Southbound Application Programming Interface (API) e.g. and OpenFlow. OpenFlow 

specifies the rules for managing the forwarding devices to perform particular actions e.g., forward, drop, 

meter, modify, or even crafting new packet, based on the generation of flow rule from OpenFlow [2] flow 

table modifications (OFPT_FLOW_MOD) message. However, the deployment of centralized logic control in 

SDN is vulnerable to a single point of failure affected by various types of cyber-attack e.g. and distributed 

denial of service (DDoS) [3]. In terms of the solution for avoiding the controller’s malfunctioning due to 

cyber-attack, honeypot [4] may have a significant role to monitor the attack. It behaves as a trap for the 

attackers to perform miscellaneous actions by deliberately opening several ports/services that usually became 
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the main target e.g., secure shell (SSH), server message block (SMB), internet control message protocol 

(ICMP). Several types of honeypot sensors are specialized to attract specific types of attacks [4] e.g., Dionea 

can log and capture malware activity that uses several types of protocols such as hypertext transfer protocol 

(HTTP), file transfer protocol (FTP), voice over internet protocol (VOIP), and the other protocols [5], Cowrie 

focuses to monitor and store malicious activity regarding the brute-force attacks performed under the Telnet 

or SSH [6], Suricata is directed to create an intrusion detection system (IDS) for complex circumstances [7]. 

The integration of SDN and honeypot provides a comprehensive attack representation that aims to 

overwhelm the architecture. SD-honeypot network may become a single system for developing both IDS and 

intrusion prevention system (IPS). 

Previously, several researchers have already investigated the capability of DDoS for overloading 

traditional networks. The former concept for detecting DDoS was categorized into two approaches namely 

the statistic [8], [9] and artificial intelligence (AI) [10]–[14]. Several statistics approaches have been 

deployed e.g., the Entropy [8] which calculated the data randomness and specified the DDoS threshold by its 

value, Bloom-filter [9] which focused the detection phase by comparing the hash value of the incoming 

packet to assure the packet was not considered as SYN flood attack. The statistical approaches are 

predominantly constant at measuring the pattern, if the attackers alter the flooding scheme, these methods 

may not identify the attacks. Therefore, several papers also introduced AI techniques for detecting DDoS. 

Maslan et al. [10] in implemented the feature selection combined with several classification algorithms to 

detect DDoS using their dataset. The researchers selected 4 from the whole 25 features extracted using 

CICFlowMeter-V3 and concluded that the most effective algorithm is Random Forest. Similarly, Fadlil et al. 

[11] used their dataset by capturing the attack on simulation using low orbit ion cannon (LOIC). The results 

stated the Naïve Bayes algorithm could predict the outcomes precisely even though there was no apparent 

result for the classification metric. Several papers also conducted the classification based on available 

datasets [12]–[14] (NSL-KDD, UNB ISCX 12, and UNSW-NB15). Idhammad et al. [12] proposed the Semi-

supervised learning for classifying the DDoS attack gained 98.23% for accuracy. Mohammed et al. [13] and 

Muhammad et al. [14] utilized deep learning (DL) for detecting DDoS and achieved an accuracy at 97.82% 

and 99.60% respectively. The programmability feature in SDN may provide manageable structure for 

implementing AI to detect DDoS. Several papers provided analysis by maintaining the dataset based on the 

OpenFlow extraction process or existing dataset. Sumadi et al. [15] compared several machine learning (ML) 

algorithms using datasets generated from the port statistic message combined with the default features for 

packet extraction information. The results stated that SVM could create the best outcomes in terms of 

accuracy (100%). Dey and Rahman [16] used network security laboratory KDD (NLS-KDD) dataset as the 

primary dataset for detecting DDoS using both ML and DL gained 88% in accuracy for the result of the gated 

recurrent unit long short-term memory (GRU-LSTM) model.  

The other possible technique for resolving DDoS/Cyber-attack is integrating the honeypot in the 

SDN environment [17]–[21]. Wang and Wu [17] proposed a customized topology by combining existed SDN 

architecture, high-level and low-level honeypot’s topology. The attacks were redirected to the honeypots 

topology based on their level. The rest of the mentioned papers [18]–[21] presented the deployment of 

honeypot for migrating the cyber-attacks in software defined internet of things (SD-IoT) network. Similarly, 

the authors were directed their research for only monitoring the attack and did not perform further analysis.  

The former papers concluded that honeypot was appropriate as a tool for attracting, capturing, and 

monitoring cyber-attacks. There was still no paper that aimed to perform in-depth processes for analyzing the 

data captured from the honeypot sensor in SDN. Therefore, this paper is focused to investigate the possibility 

of Semi-supervised learning to detect the ICMP flood attack in the SD-honeypot network environment. The 

main contribution of this paper is constructing an IDS and IPS system which proposes the SD-honeypot for 

resolving DDoS attacks, applying the semi-supervised method for classifying the captured data from the 

Suricata sensor, and mitigating the attack using representational state transfer application programming 

interface (REST-API). The effectiveness of the proposed method is measured using standard classification 

metrics, resource usage, and the time value for installing the mitigation rule. 

 

 

2. RESEARCH METHOD 

The experiment was implemented using a real-hardware environment depicted in Figure 1. There was 

one controller (C1) using Ryu [22], three SDN-enabled routers (R1, R2, and R3) using Mikrotik [23] which 

supported OpenFlow version 1.1, and four hosts (H1-H4) using Ubuntu OS. H1 and H3 were pointed as normal 

hosts for communicating using normal ICMP packets. The attacker resided in H2 where the flooding type was 

an ICMP flood attack. The transmitted packets consisted of randomly generated medium access control (MAC) 

and internet protocol (IP) addresses using Scapy [24]. The attack’s flow was at a rate of 100; 200; 500; 1,000; 

2,000 packets per second which were transferred using Tcpreplay [25]. H4 was installed by the modern honey 

network (MHN) server integrated with the Suricata sensor for detecting ICMP flood. 
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The detailed information of system workflow is described in Figure 2. The received packet was 

inspected by Mikrotik based on the available Flow Rules. If there was no flow filtering the incoming packet the 

switch generated Packet-In Message (OFPT_PACKET_IN) encapsulating the packet. However, if the packets 

were intended to attack the vulnerabilities of the Suricata sensor, the switch automatically sent the packet to H4. 

Subsequently, the H4 stored the packet’s information on the MongoDB database. Based on the proposed 

scenario, the application installed in H4 collected the data from MongoDB within a range of 10, 20, 30, 40, 50, 

60, 70, 80, 90, 100 seconds. The extracted packets were pointed as the data test for the Pseudo-labelling and 

Semi-supervised approaches. If there were no packets categorized as DDoS packets, the application notified as 

normal circumstances. In contrast, the application transmitted the Flow Modification Message 

(OFPT_FLOW_MOD) encapsulated in JavaScript Object Notation (JSON) format for commanding the 

controller to generate mitigation flow to all of the available switches through REST-API. The flow mitigation 

had consisted of a flow match structure for filtering the attack based on the protocol’s type and flow action for 

dropping the packet (no available action needed to be specified based on the OpenFlow protocol). 

 

 

 
 

Figure 1. Simulation’s topology 

 

 

 
 

Figure 2. MHN server’s block diagram 

 

 

The classification process included the Pseudo-labelling and Supervised Learning method described 

in Figure 3. The Pseudo-labelling was performed by the support vector machine (SVM) algorithm using a 

Linear Kernel. The dataset used during the experiment contained 27,000 labeled data trains from 70,000 data 

in total. The installed application extracted the live data test from the MongoDB database which was utilized 

by the MHN to gather the stored attack data from the honeypot sensors (Suricata). The extraction process was 

experimented within several ranges of times (10-90 s). The application divided the extracted data into two 

components of an unlabeled dataset. The first fraction of data was being classified using the labeled data 
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train. Then the data were integrated which produced the combination of labeled train data and the fraction of 

classified data. 

The combined data was pointed as the training set for the Supervised Learning model using 

Adaptive Boosting algorithm with the number of estimators at ten. The classification process using the 

Supervised model was performed on the second fraction of the live dataset. The results of the classification 

were evaluated using standard variables including the accuracy, precision, recall, F1-score, the packet loss 

during the classification, the central processing unit (CPU) usage of application during the whole process, 

and the time for the mitigation flow to be installed on the SDN switch/mikrotik. 

The sample of the data train and live dataset during the experiment is illustrated in Table 1. It has 

seven features and one label consisting of two categories, DDoS, and normal packet. The features were the 

default data provided by the MHN server. 

 

 

 
 

Figure 3. Semi-supervised learning implementation 

 

 

Table 1. The sample of the dataset used during the experiment 
Protocol Hpfeed_id Timestamp Source_ip Destination_ip Identifier Honeypot Type 

ICMP ObjectId(5e4fad27f8

1c700cab511e8d) 

2020-02-

21T10:12:55.066Z 

154.25.125.196 192.168.3.25 : 

: 

suricata DDOS 

ICMP ObjectId(5e280d913

186f205962bef16) 

2020-01-

22T08:53:37.924Z 

192.168.3.33 192.168.3.25 suricata NORMAL 

ICMP ObjectId(5e4cf03d3

186f205953a64c0) 

2020-02-

19T08:22:21.679Z 

192.168.3.17 192.168.3.25 suricata NORMAL 

ICMP ObjectId(5e53f1871

d41c80851461452) 

2020-02-

24T15:53:43.407Z 

228.156.186.17

7 

192.168.3.25 suricata DDOS 

 

 

3. RESULTS AND DISCUSSION 

The research results were extracted from several scenarios by comparing the fluctuated rate of the 

database’s extraction interval and the packet’s sending rate. The MongoDB data acquisition process was 

delayed after several time intervals within the range of 10, 30, 50, 70, and 90 s. The attacker also maintained 

the sending rate using Tcpreplay at ranges of 100; 500; 1,000; and 2,000 packets/s. Based on the results 

provided by Table 2, the average accuracy was pointed at 99% and 66% for the precision, recall, and F1-

score. Although the accuracy produced a high value, the precision still pointed at low indicating that the 

generated model could predict the result and was almost precise. Moreover, the growth of the packet’s 
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sending rate not significantly impacted the accuracy and the other variables which indicated that the Pseudo-

labelling model was consistent to perform the classification process. The low value of precision might be 

originated from the prediction loss during the attack or normal flow. 

Table 3 describes the percentage of prediction loss during the real-time attack scenario for all 

options. The average prediction loss was 43.5%. This event might be occurred because the Suricata sensor 

was overwhelmed by the attack and normal flow; therefore, most of the normal packets were dropped and 

caused the precision value to drop significantly. 

The application installed in the MHN server also performed a mitigation scheme by commanding 

the controller to send OFPT_FLOW_MOD. The mechanism could be implemented by deploying REST API 

-HTTP POST request provided by Ryu. The time needed to install the mitigation flow was extracted, as 

shown in Table 4 for measuring the effectiveness of the mitigation approach. The average time for installing 

the mitigation flow increased along with the growth of packet sending rate. The time growth was affected by 

the duration for performing the classification since the number of datasets also expanded.  

In terms of resource usage during the classification process, Table 5 shows the MHN server’s CPU 

utilization for performing attack detection, classification, and mitigation processes. In average, the CPU 

usage pointed at 14.5%, indicating that the mentioned processes did not significantly exhaust the MHN 

server despite the fact that the server was flooded by the DDoS attack.  

 

 

Table 2. Classification results 
Packet’s sending rate Database extraction interval Accuracy Precision Recall F1-score 

100 Packets/s 10s 99% 99% 99% 99% 

30s 99% 54.12% 54.12% 54.12% 

50s 99% 58.17% 58.17% 58.17% 
70s 99% 55.41% 55.41% 55.41% 

90s 99% 59.29% 59.29% 59.29% 

500 Packets/s 10s 99% 99% 99% 99% 
30s 99% 57.93% 57.93% 57.93% 

50s 99% 56.16% 56.16% 56.16% 

70s 99% 60.78% 60.78% 60.78% 
90s 99% 55.19% 55.19% 55.19% 

1,000 Packets/s 10s 99% 99% 99% 99% 

30s 99% 57.29% 57.29% 57.29% 
50s 99% 58.06% 58.06% 58.06% 

70s 99% 61.74% 61.74% 61.74% 

90s 99% 58.66% 58.66% 58.66% 
2,000 Packets/s 10s 99% 99% 99% 99% 

30s 99% 59.19% 59.19% 59.19% 

50s 99% 56.99% 56.99% 56.99% 
70s 99% 56.34% 56.34% 56.34% 

90s 99% 58.72% 58.72% 58.72% 

 

 

Table 3. Packet/prediction loss during the experiment 
Packet’s sending rate Number of packet being sent (normal and DDoS) Number of packet’s receive Packet/prediction loss 

100 Packets/s 30,000 12,458 41.53% 

500 Packets/s 11,722 49.07% 

1,000 Packets/s 12,444 41.48% 

2,000 Packets/s 12,577 41.92% 

 

 

Table 4. The duration for installing the flow mitigation 
Packet’s sending 

rate 
Timestamp for flow installation (datetime 

to epoch ms) 
Timestamp of the attack (datetime to 

epoch ms) 
Time taken for install the 

mitigation flow 

100 Packets/s 1585896414491 1585896400083 14408ms ~ 14s 

500 Packets/s 1585897516757 1585897476750 40007ms ~ 40s 

1,000 Packets/s 1585897981133 1585897951125 30008ms ~ 30s 
2,000 Packets/s 1585898513413 1585898433410 80003ms ~ 80s 

 

 

Table 5. MHN’s CPU usage in average 
Packet’s sending rate CPU usage in percentage 

100 Packets/s 14.46% 
500 Packets/s 15.24% 

1,000 Packets/s 14.04% 

2,000 Packets/s 14.51% 
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4. CONCLUSION 

The integration of SD-honeypot network might become one of availability problem occurred on 

computer network. The implementation of SD-honeypot integration produced positive impacts proven by the 

classification metrics stated in the previous section. The precision, recall, and F1-Score were not pointed at a 

high value because there was a fraction of the data test that was not being classified because of the packet 

loss. The time needed to install the mitigation rule increased with the growth of the database’s extraction 

interval. This might be occurred since the size of the captured data also expanded. In order to increase the 

classification metrics as a future project’s reference, the utilization of Extract, transform, and load (ETL) 

technique can be deployed for capturing all of the attacks over several similar honeypot sensors directly 

without involving MHN. 
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