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 There are great interests in developing speech recognition using deep 

learning technologies due to their capability to model the complexity of 

pronunciations, syntax, and language rules of speech data better than the 

traditional hidden Markov model (HMM) do. But, the availability of large 

amount of data is necessary for deep learning-based speech recognition to be 

effective. While this is not a problem for mainstream languages such as 

English or Chinese, this is not the case for non-mainstream languages such 

as Indonesian. To overcome this limitation, we present deep features based 

on convolutional neural networks (CNN) for Indonesian large vocabulary 

continuous speech recognition in this paper. The CNN is trained 

discriminatively which is different from usual deep learning 

implementations where the networks are trained generatively. Our 

evaluations show that the proposed method on Indonesian speech data 

achieves 7.26% and 9.01% error reduction rates over the state-of-the-art 

deep belief networks-deep neural networks (DBN-DNN) for large 

vocabulary continuous speech recognition (LVCSR), with Mel frequency 

cepstral coefficients (MFCC) and filterbank (FBANK) used as features, 

respectively. An error reduction rate of 6.13% is achieved compared to 

CNN-DNN with generative training. 
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1. INTRODUCTION 

Speech recognition, a system that converts speech signals into text, plays a very important role for 

spoken understanding/dialogue systems. Some of their implementations are as the man-machine interface for 

instance in autonomous vehicles [1], home automation [2] and smart-office [3]. The complexity of speech 

recognition tasks increase with the size of the vocabulary used in the systems, style of speaking (reading or 

spontaneous speech), or the presence of environmental distortions [4] such as noise or reverberations. These 

research areas are still very active. 

With the emergence of deep learning technologies, there has been great progress on large 

vocabulary continuous speech recognition (LVCSR), i.e. speech recognition for large size of words 

vocabulary where the words are spoken in continuous manner. Deep learning technologies could learn the 

complexity of words pronounciation, syntax and language rules from data better than conventional methods 

such as hidden Markov model-Gaussian mixture models (HMM-GMM). Various deep learning architectures 

have been proposed for LVCSR. Usually, they are used to replace GMM to estimate posterior probability 
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while determining the states of the HMM. Therefore, the networks are usually trained generatively to model 

the distributions of the speech units. In earlier deep learning implementations, hybrid deep belief networks 

and deep neural networks (DBN-DNN) are used. In these implementations, DBNs which is built with 

restricted Boltzmann machine (RBM) are trained generatively, layer by layer, before several layers of DNN 

are stacked on top of the DBNs, where backpropagation is applied to fine-tune the weights of the whole 

networks. In later studies, various deep learning architectures such as recurrent neural networks (RNN) [5], 

long short-term memory (LSTM) [6], convolutional neural networks (CNN) [7], and time delay neural 

networks (TDNN) [8] were proposed. Most of these networks are trained generatively. Deep learning 

requires more data to train than HMM-GMM does. The availablity of large amount of data for the target 

languages becomes one of the driving force to develop good LVCSR systems [9]. This is usually not a 

problem for many mainstream languages such as English [10] and Chinese [11] or languages spoken in 

developed countries such as French [12] and German [13]. But, this is not often the case for low resources 

languages such as Indonesian (Bahasa Indonesia). 

Indonesian is the official language in Indonesia and spoken by more than 250 million people. While 

most Indonesian people also use ethnic language in daily communications, they speak Indonesian language 

with various proficiency level, since they use it in formal communications. There have been several studies to 

develop Indonesian LVCSR. Two early studies of Indonesian LVCSR are reported  

in [14], [15]. Both of them used HMM-GMM systems. In the first, around 14 hours of speech data are used 

for training, while in the latter, more than 100 hours of speech data are used. However, only the data from the 

first study are available. As a consequence, only few later studies develop Indonesian LVCSR systems. 

Usually, each of the studies develops its own datasets and doesn’t make them publicly available for further 

studies. For instance, around 33 hours of speech data are used to develop end-to-end LVCSR using 

DeepSpeech [16]. Smaller datasets are developed in [17]. Small vocabulary systems such as digit and 

command recognition systems are proposed in [18] and [19] respectively. Unavailability of the data publicly 

makes the results neither reproducible nor comparable. In addition, HMM-GMM systems are also still 

dominant methods for small data [20]. 

Some approaches have been proposed for LVCSR to deal with limited data. Adding artificially 

generated data to the original is a simpler approach. This could be done by perturbing the original signals.  

In [21], the speed of the speech signals are perturbed, by making them slightly slower or faster than the 

original. Perturbing the vocal tract length are conducted by Jaitly and Hinton [22] to create additional data for 

training. Another approach is done by transferring models that have been trained with large data and tuning 

them to the lower resource speech data [23]. However, these methods require close relations or similarities 

between the transferred model and the target languages. Other approaches are using acoustic models that 

thrive when only small data are used for training [24]. These approaches could be done by designing 

networks with fewer parameters to train. 

Past studies indicate DNN may not be the best option for LVCSR when limited data are used, due to 

their large number of parameters. In the past, other alternatives have been proposed instead of DNN.  

Miao et al. [24], used deep maxout networks (DMN) instead. CNN [25] as alternative also shows better 

performance for limited data scenarios. In general, using networks with less number of parameters is better 

when only small amount of data are available for training, since large number of parameters of DBN-DNN 

may prone to overfitting when only small number of data are used. In these studies, these architectures are 

used as acoustic models in LVCSR systems which are trained generatively. CNN has been employed for 

other applications such as driver conditions [26], and image segmentation [27]. 

In this paper, we propose the use of CNN for feature learning to deal with limited number of data. 

CNN has much smaller number of parameters than multi-layer perceptron (MLP) and autoencoder do, and 

hence, may be more suitable when only small data are available for training. We employ speed perturbation 

on data and then pass them to two layers of CNN that are trained discriminatively. Evaluations of the 

proposed method on Indonesian speech data achieves 7.26% error reduction rate over the DBN-DNN 

systems using mel frequency cepstral coefficients (MFCC) as features and 9.01% error reduction rate over 

the DBN-DNN systems using filterbank (FBANK) as features. 

The remainder of the paper is organized as follow: in section 2, we biefly explain the basic of 

speech recognition. We explain our proposed method in section 3. We describe our experimental setup in 

section 4, then discuss and analyze our results in section 5. Section 6 concludes our paper.  

 

 

2. THE PROPOSED METHOD 

The objective of a speech recognition system is to convert a speech signal into a sequence of 

phonemes, syllabus, or words. The basic structure of a speech recognition system is shown in Figure 1(a). 

Speech signals are transformed into speech features and then, most likely speech units, such as words or p 

honemes, correspond to the features are computed and determined by a decoder, based on the trained acoustic 
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and language models. Both acoustic and language models are trained using large amount of speech and text 

data, respectively. 

For features, Mel frequency ceptral coefficients (MFCCs) are some of the most commonly used 

features for automatic speech recognition (ASR). The process for extracting MFCCs are shown in  

Figure 1(b). It comprises of the following steps. First, speech waveform is chunked at certain length, 

typically around 25 ms and then windowing functions, such as Hamming windowing, are applied to each 

chunk of speech. After that, the power spectral components from each chunk are extracted using short-time 

Fourier transform (STFT) and squared of the magnitude of STFT spectra. Then, mel filterbanks are applied to 

give the power spectra more emphasis on low frequency. After that, the log operation is applied before taking 

the discrete cosine transform (DCT) to produce MFCC. Typically, only the 13 first dimensions of MFCCs are 

used with their first and second derivatives. 

Currently, there are increasing interests in using more “raw” features such as filterbank (FBANK) 

instead [28], when deep learning is used [29]. The reason is, while MFCCs are good to create uncorrelated 

speech features, much correlation between speech components may be lost in the process. Meanwhile, 

FBANK may still contain local correlations between the speech components which could be modeled by 

deep learning. FBANK is extracted in similar way to MFCC, but without DCT as shown in Figure 1(b). 

Hidden Markov model (HMM) is traditionally used for the acoustic model [30]. Each speech unit is 

modeled with an HMM with certain number of states, typically between 3 and 5 states for a phoneme or 

tiphone or between 10 and 20 states for a word. Each state of HMM is modeled with Gaussian mixture 

models (GMM), where the observation probability is calculated, given speech features. This system is often 

called HMM-GMM. 

Currently, with the emergence of deep learning technologies, much effort has been done to employ 

them for speech recognition. One implementation of deep learning for speech recognition is by replacing GMM 

with deep belief networks (DBN) to compute the observation probability [31]. The block diagram of the use of 

DBN for ASR is shown in Figure 2. Given speech features, each layer of DBN is trained in stacked using 

restricted boltzmann machine (RBM). Each layer of DBN is trained separately, one layer at a time. This training 

method is called generative pre-training. After training several layers of DBN, deep neural networks (DNNs) 

are trained on top of them with soft-max activations. The output of DNN is then used as observation probability 

to determine the state of the HMM models. This system is often called DBN-DNN system. 

 

 

 

 
(a) (b) 

 

Figure 1. A typical structure of ASR and the feature extraction process, (a) A block diagram of an ASR 

system and (b) the process of feature extraction for FBANK and MFCC 

 

 

Motivated by the success of DBN-DNN systems, great efforts have been done to use various deep 

learning architectures for speech recognition other than DBN, for examples RNN [5], CNN [32], Long-short 

term memory (LSTM) [6], and gated recurrent unit (GRU) [33]. In addition, for acoustic models, many 

studies have applied deep learning as feature learning [34]. Because of deep learning ability to model 

nonlinear relations between speech components, allowing it to automatically learn useful informations from 

data directly [35]. For language model, N-gram is the most commonly used method [36]. N-gram computes 

probability N sequences of words occured from text corpus. 
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Figure 2. The use of DBN-DNN for speech recognition 

 

 

In this paper, we propose deep features for ASR using CNN. The architecture of the proposed 

features is shown in Figure 3. In Figure 3(a), the block diagram of the system is explained. First, speed 

perturbation is applied to training data, with perturbation factors of 0.9 and 1.1. This factor is found effective 

in previous study to improve the performance of speech recognition [21]. The detail architecture of CNN is 

shown in Figure 3(b). The architecture for the deep features consists of two layers of CNN followed by 

several DNN layers. We vary the number of the DNN layers from two to ten to find the optimum number of 

layers. For both CNN and DNN, we apply sigmoid as activation function. The numbers of output nodes are 

set to 128 for CNN and 1024 for DNN. 

 

 

 

 

(a) (b) 

 

Figure 3. The proposed method; (a) The block diagram of the structure of the proposed CNN-DNN system, 

and (b) detailed archicture of a convolutional layer of a CNN and a max-pooling layer 

 

 

Each CNN layer is built with convolutional and max-pooling layers as illustrated in Figure 3. This is 

a typical structure for CNN. As shown in Figure 4, the main difference between a CNN and an MLP or a 

fully connected network as in DNN is the conection between the input nodes. In a fully connected network, 

each activation hm is connected to the entire input F and is computed by applying weighted sum between W 

and F. In a convolutional layer, there are only small number of local input (for instance [F1; F2; F3] for h1). 

By doing so, the number of shared parameter W would be reduced. After computing h in the convolutional 

layer, maxpooling is applied to local h input (for instance [h1; h2; h3] for p1). In max pooling, the maximum 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 12, No. 2, June 2023: 610-617 

614 

value of the local h is passed while the others are dropped. This is effective to reduce feature variability that 

may exist due to difference in speaking style and noise. In this paper, we set 3 as the pooling size. 

To train the networks, discriminative training recipe as reported in [35] is performed. No pretraining 

as in DBN-DNN system are conducted. For each iteration of training, the cross-entropy losses are computed 

on a held-out data, which are randomly selected from 10% of training data. The stopping condition for 

training is when there is no longer significant reduction of the loss from previous iterations. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Setup 

We use Indonesian speech dataset as reported in [14] to build the acoustic model. Called Tokyo 

Institute of Technology Multilingual speech corpus for Indonesian language (TITML-IDN) dataset, it is 

freely available from speech resources consortium-National Institute of informatics (SRC-NII) for research 

purpose. It comprises of recordings from 20 Indonesian speakers (11 males and 9 females) where each 

speaker read up to 343 phonetically balanced sentences. It needs to be noted that several speakers do not have 

complete recordings of 343 sentences. For training, we use recordings of 16 speakers, while the rest are used 

for testing. We use recordings of indexes 1 to 293 of the sentences for each speaker for training and the 

recordings of indexes 294-343 for testings. 

We compare the proposed method with conventional HMM-GMM systems and deep learning based 

system. For HMM-GMM system, HMM is used to model monophones (mono) and triphones. Then, we also 

apply three types of feature transformations. They are linear discriminant analysis (LDA) and maximum 

likelihood linear transform (MLLT) (notated as LDA + MLLT), LDA + MLLT with speaker adaptation 

transformation (SAT), and maximum mutual information (MMI). For reference methods, DBN-DNN, we 

apply the system reported in [31]. Typically, four layers DBN with layers of DNN are used in literature. we 

vary DBN layers from two to ten to find the optimum settings for TITML-IDN. We use two layers of DNN 

afterwards. We also develop CNN-DNN systems describe in [32]. FBANK features are used as inputs for 

CNN-DNN. CNN-DNN comprises of CNN layers followed by DBN-DNN system. Two layers of DBN 

followed by two layers of DNN are usually used. 

For the features, MFCC and FBANK are used. For MFCC, 13 dimensions with first and second 

derivatives are used to make up 39 dimensions. For FBANK, 40 dimensions of FBANK with first and second 

derivatives are used to obtain 120 dimensions of features. For the language model, a trigram (N-gram with 

N=3) is trained using Stanford Research Institute language model (SRILM) Language modelling Toolkit. 

The text corpora to train the language model are taken from Tala [14] and set of Leipzig corpora for 

Indonesian which are taken from Wikipedia data [37]. We evaluate the performance of our LVCSR with 

word error rate (WER) and for comparison between LVCSR systems, we use error reduction rate (ERR). 

 

3.2.  Results and analysis 

The performances of TITML-IDN for various acoustic models is shown in Table 1. From the 

results, we can observe that MFCC is better than FBANK for HMM-GMM systems. This is not surprising 

since GMM for HMM-GMM system is built to have zero covariance with the exception of its diagonal 

values assuming that the features are uncorrelated, to reduce the computation. Hence, only diagonal parts of 

the covariance matrices of GMM is considered. For MFCC, this assumption is true since DCT is good to 

decorrelate features. Contrarily, components of FBANK are still highly correlated and cannot be modeled 

only with the diagonal parts of the covariance matrices. However, we notice that applying feature 

transformations proves effective for FBANK. It is generally better than MFCC. We find that HMM-GMM 

with LDA+MLLT achieves the best performance for FBANK and subsequently decide to use this model for 

back-end of our deep learning system. 

 

 

Table 1. Baselines results (WER) with MFCC and FBANK features for HMM-GMM and DBN-DNN 

systems 
Acoustic Models MFCC FBANK 

HMM-GMM (Mono) 27.79 68.15 

HMM-GMM (triphones) 27.27 85.42 
HMM-GMM with LDA+MLLT 26.14 22.85 

HMM-GMM LDA+MLLT+SAT 24.54 23.73 

HMM-GMM +MMI 24.26 23.53 
DBN-DNN 16.67 16.43 

CNN-DNN 17.15 16.47 

PROPOSED 15.46 
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As expected, better performance is achieved using deep learning. For DBN-DNN system error 

reduction rate of 35.77% is achieved for MFCC, while 28.10% is achieved for FBANK. We notice that the 

performance of DBN-DNN is affected by the number of the DBN layers as illustrated in Figure 4. This fact is 

more observable for FBANK. The best performance is achieved when seven layers of DBN are used. 

Figure 4 shown comparisons of the porposed method with several baselines systems. In the 

proposed method, we notice that the variation of DNN layer also affects the performance. The performance 

improves with the increase in number of DNN layers. The best performance is achieved when 8 layers of 

DNN layers. WER of 15.46 could be achieved. We notice, adding more layers further is not effective in 

improving the accuracy. This can be seen in Figure 4(a). In addition, as shown in Figure 4(b), compared to 

CNN-DBN systems, it is clear that the use of CNN as feature learning is more effective than their use in 

generative training. The proposed method is consistently better for all variations of DNN layers confirming 

the effectiveness of our method. 

 

 

  
(a) (b) 

 

Figure 4. The Performance of systems when the number of layers is varied for, (a) The effect of the depth of 

DBN to the performance of DBN-DNN; DBN-DNN systems using two different features of MFCC and 

FBANK, and (b) The performance comparison of the proposed method and CNN-DNN systems when 

number of DNN layers are varied; CNN-DNN and Proposed systems 

 

 

From our experiments as shown in Table 1, it is clear that the proposed method is superior to other 

methods. word error rate (WER) of 7.25% and 9.85% are achieved compared to DBN-DNN and CNN-DNN, 

respectively, when MFCC is used, while improvements of 9.01% and 6.13% of EER are achieved for 

FBANK with DBN-DNN and CNN-DNN, respectively.  

 

 

4. CONCLUSION  

In this paper, we have explored the development of Indonesian LVCSR. The limited amount of data 

was one major challenge in the field. We have developed conventional HMM-GMM system for this data as 

well as deep learning based method such as state-of-the-art DBN-DNN and CNN-DNN systems. Both  

DBN-DNN and CNN-DNN systems showed significantly better performance than HMM-GMM. We also 

found that setting the depth of DBN and/or DNN layers could slightly improve the performances of our 

LVCSR. In addition, we also have proposed CNN based features for deep features of our ASR system. 

Evaluation on TITML-IDN dataset showed that the propose method improved the performance of LVCSR by 

9.01% and 6.13% compared to state-of-the-art DBN-DNN and CNN-DNN systems, respectively. We noticed 

that the best performance is was achieved when we used 2 CNN and 8 DNN layers. 
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