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 Alzheimer's disease is a degenerative brain illness, incurable and 

progressive. Globally for every two seconds, someone is affected by 

Alzheimer's disease. Alzheimer's disease in the elderly is difficult to 

diagnose due to the complexity of the brain structure. Its pixel intensity is 

similar and systematic distinction is necessary. Deep learning has inspired a 

lot of interest in recent years in tackling challenges in a variety of fields, 

including medical imaging. One of the drawbacks of deep learning approach 

is the inability to detect changes in functional connectivity in mild cognitive 

impairment (MCI) patients' functional brain networks. In this paper, we 

utilize deep features extracted from two pre-trained deep learning models to 

tackle this issue. The proposed models DenseNet121 and MobileNetV2 is 

used to perform the task of Alzheimer's disease multi-class classification. In 

this method, initially we increased 70 % of dataset and generated images by 

using cycle generative adversarial networks (CycleGAN). We achieved 

98.82% of accuracy with proposed models. It gives best results compared to 

existing models. 
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1. INTRODUCTION 

Alzheimer's disease is a neurological disorder in which the brain cells die causing memory loss and 

mental impairment. The brain is in charge of and supports all the movements and reactions that enable us to 

think and believe [1]. Our emotions and memories are also enhanced. The most frequent form of dementia is 

Alzheimer's disease. Due to beta-amyloid found in the brain's plates. As your symptoms develop, so does our 

ability to remember, think about and recognise current events [2]. Alzheimer's patients eventually require 

round-the-clock care. A neuropathy is a type of brain illness. A kind of neuropathy is Alzheimer's disease. It 

is a progressive brain illness that is untreatable. Alzheimer's disease is diagnosed every 4 seconds around the 

world [3]. It grows slowly and destroys memory cells, robbing people of their ability to think. It is a 

neurodegenerative disease that causes nerve cell loss or failure [4]. After being diagnosed with Alzheimer's 

disease then life expectancy is reduced. It affects around one in every ten persons over the age of 65. 

However, it can sometimes appear at a younger age, and a small number of persons in their twenties have 

been diagnosed with it [5]. This condition is the most common cause of dementia among the elderly. 

Dementia impairs the cognitive abilities needed for daily tasks. Alzheimer's disease is responsible for  

60–80% of active dementia cases. At first, the symptoms are mild, but they gradually worsen. Non-

sympathetic (generalised psychosis), mild (stage 1), severe (stage 2), and moderate dementia (stage 3) are the 

three stages of Alzheimer's disease. As Alzheimer's disease progresses, as shown in Figure 1. 

https://creativecommons.org/licenses/by-sa/4.0/
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Figure 1. Image representing healthy brain vs. mild Alzheimer’s disease vs. severe Alzheimer’s disease 

 

 

Symptoms are not visible in the early stages and may include difficulty remembering names, loss of 

critical items and intermediate steps such as scheduling challenges. Alzheimer's disease is the most severe 

and has symptoms such as mood swings, disorientation, impulsivity, inattention, poor object identification 

[6]. Alzheimer's disease, however, affects 50 million people globally. Scientists and clinicians today see this 

condition as a major problem because it is frequently not recognised until the patient presents. They progress 

to the final stage of the disease due to their cognition [7]. Symptoms are frequently caused by ageing. 

However, the threat posed by this disease will continue to grow. As a result, elderly adults are more likely to 

get the condition. 

Many researchers have used a variety of methods to identify Alzheimer's disease over the years. The 

research was done using data from the National Alzheimer’s Coordinating Centre. Deng and Wang [8] 

proposed a model that provides three distinct techniques for determining accuracy and recommended a better 

strategy. He employed the SVM (support vector machine), random forest, and CNN (convolutional neural 

networks) algorithms, all of which were trained using shortest path length (SPL) functions. The three models 

had accuracies of 90%, 95%, and 90%, respectively. Abed et al. [9] A transfer learning strategy is used in the 

proposed methodology to construct multivariate deep neural network (DNN) model for reliable Alzheimer's 

disease functional-magnetic resonance imaging (fMRI) identification. Visual geometry group (VGG19), 

Inception V3, and residual network (ResNet50) are three DNN models used to categorise individuals with 

AD (Alzheimer’s disease), MCI (mild cognitive impairment) and CN (cognitively normal). VGG19 obtained 

90% accuracy after only 15 epochs, Inceptionv3 reached 85% of accuracy and ResNet50 achieved 70% of 

accuracy after only 15 epochs. Hussain et al. [10] The study develops a 12-level CNN binary classification 

model that can be used brain MRI data to detect Alzheimer's disease. The open access series of imaging 

studies (OASIS) dataset was used to train this model. In this the current CNN pre trained models are 

evaluated four metrics accuracy, recall, receiver operating characteristic (ROC) curve and F1 score.  

This model is more accurate other than CNN models that use this data set, with a score of 96.75%.  

Basaia et al. [11] developed CNN-based deep learning model to predict MCI using a single structural brain 

MRI scan (c-MCI). To train the models, the researchers used 3D T1-weighted images from the Alzheimer's 

disease neuroimaging initiative (ADNI) and non-ADNI datasets. This model achieved 95% of accuracy on 

the ADNI dataset and 96.35% of accuracy on the non-ADNI dataset. Doshi et al. [12] to identify between 

AD, moderate cognitive impairment (MCI), and cognitively normal people, it proposed a novel ensemble of 

classification algorithms in a hybrid deep learning architecture (CN). The OASIS dataset was used to train 

this model, and it outperformed some previous approaches in terms of accuracy. Suresha and  

Parthasarathy [13] This system uses a variety of feature extraction techniques to categorise data. As per this, 

the sherlet transform (ST) include extraction approach conveys better outcomes for the discovery of 

Alzheimer's illness than different strategies for the ST highlight extraction approach, which depended on a 

comparison study with other component extraction techniques. Using the ST+K-nearest neighbor (KNN) 

technique, the proposed diagnostic tool had a 94.54% accuracy rate. Jain et al. [14] An adjusted Adam 

optimizer and a profound brain network were utilized to arrange the images as normal, AD, and MCI, 

separately. Using a directional gradient histogram, the feature extraction accuracy was 96.5%. 

 

 

2. METHOD 

The proposed technique weight-randomizes concatenated deep features from the cycle generative 

adversarial networks (CycleGAN), MobilenetV2, and DenseNet121 networks to provide a reliable diagnosis 

of Alzheimer's disease. We constructed the models using the implementation from augmentation. The model 

architecture is shown in Figure 2. The original dataset was divided into four classes, one for each label and 
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then matched at random. Each of the CycleGAN models were trained using data from a different MRI slice. 

Each model was trained for 50 epochs with a batch size of 1, as indicated in the CycleGAN. In order to 

establish a balanced dataset, the trained model was used to generate enough samples. The actual dataset 

consists of 6,400 images. We generated 40% of images for every class by using CycleGAN based Data 

augmentation technique. 

 

 

 
 

Figure 2. Architecture of CycleGAN 

 

 

The architecture of CycleGAN has two parts: a discriminator (D) that distinguishes between actual 

and created images and a generator (G) that generates images to deceive the discriminator. G:X->Y and  

F:Y->X are two mapping functions in our technique, together with adversarial discriminators Dy and Dx. 

Calculated the adversarial loss for two mapping functions G and F is given in (1) and (2). 

 

𝑙𝑜𝑠𝑠𝑎𝑑𝑣(𝐺, 𝐷𝑦 , 𝑥) =
1

𝑚
∑ (1 − 𝐷𝑦(𝐺(𝑥𝑖))

2𝑚

𝑖=1
 (1) 

 

𝑙𝑜𝑠𝑠𝑎𝑑𝑣(𝐹, 𝐷𝑥 , 𝑦) =
1

𝑚
∑ (1 − 𝐷𝑥(𝐹(𝑦𝑖))

2
𝑚

𝑖=1
 (2) 

 

applied cycle consistency loss for two mapping functions G and F is given in (3). 

 

𝑙𝑜𝑠𝑠𝑐𝑦𝑐𝑙𝑒(𝐺, 𝐹, 𝑋, 𝑌) =
1

𝑚
∑ [[𝐹(𝐺(𝑥𝑖)) − 𝑥𝑖] + [𝐺(𝐹(𝑦𝑖)) − 𝑦𝑖]]

𝑚

𝑖=1
 (3) 

 

By combining these loss terms and weighting the cycle-consistency loss by a hyperparameter , we can now 

generate the entire objective function. 

 

𝐿𝑜𝑠𝑠𝑓𝑢𝑙𝑙 = 𝐿𝑜𝑠𝑠𝑎𝑑𝑣  + 𝜆 𝐿𝑜𝑠𝑠𝑐𝑦𝑐𝑙𝑒  (4) 

 

The Final optimization of a CycleGAN is done using a joint loss function for D and G is given in (5). 

 

𝑀𝑖𝑛𝐺𝑀𝑎𝑥𝐷𝑌(𝐷, 𝐺)  =  𝐸𝑝∼𝑠𝑑𝑎𝑡𝑎
(𝑃) [log𝐷(𝑝)]  + 𝐸𝑟∼𝑠𝑟

(𝑅) [log (1 − 𝐷(𝐺(𝑟)))] (5) 

 

Where F, G are generators and D is a discriminator, 𝐸𝑝∼𝑠𝑑𝑎𝑡𝑎
(𝑃) [log𝐷(𝑝)] is logarithmic probability of D to 

predict the real-world data. 𝐸𝑟∼𝑠𝑟
(𝑅) [log (1 − 𝐷(𝐺(𝑟)))] is the logarithmic probability that G generated 

data is fake data, r represents random noise as input, p is a real example and s denotes probability 

distribution. 

 

2.1.  Dataset description 

Alzheimer’s MRI images dataset is available in Kaggle.com. This dataset contains 6,400 images, 

which are divided into four classes named mild-demented, very mild-demented, non-demented and moderate-

demented [15]–[18]. CycleGAN data augmentation increased dataset to 20,926 images. The functionality is 

then distributed across the 70% train dataset and the 30% test dataset. Balanced multi-class data is prepared 

for classification using CycleGAN data augmentation for classes with fewer images to balance with other 

classes. It shows in Table 1. The dataset after pre-processing shows in Figure 3. 
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Table 1. Splited four classes MRI image dataset for training and testing 
Train/test Classification No of images Total Percentage 

For training Non-demanted 3,788 14,648 70% 
Very mild-demeted 3,700 

Mild-demented 3,600 

Moderate-demented 3,560 
For testing Non-demanted 1,629 6,278 30% 

Very mild-demeted 1,600 

Mild-demented 1,569 
Moderate-demented 1,480 

Total   20,926  

 

 

  
 

Figure 3. After pre-processing four classes dataset 

 

 

Figure 4 depicts the flow of proposed methodology. The data comes from the training data set and is 

then used to feed the models. The data is then trained and tested to ensure that the testing accuracy is 

achieved. The sick image is extracted from the data set after the accuracy is compared. i.e., 4 classes: mild-

demented, moderate-demented, non-demented and very mild-demented.  

 

 

 
 

Figure 4. Flowchart for proposed methodology 

 

 

2.2.  DenseNet121 

DenseNet121 is a feed-forward network architecture in which each layer is connected to every other 

layer directly. It has four dense blocks, three transition layers, and 121 layers in total, as shown in Figure 5. 

(1-classification, 3-transition, and 117-conversion). 
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Figure 5. Proposed DenseNet121 model basic architecture 

 

 

2.2.1. Dense block 

Dense block is crucial block in the DenseNet121 system. It improves information flow between 

layers. Batch normalization, ReLu (rectified linear unit) and convolution are the components. The precise 

equation is given in (6). 

 

𝑥1 = 𝐻1([𝑥0, 𝑥1, . . . . . , 𝑥𝑙−1])  (6) 
 

The concatenation of the feature maps produced in layers is denoted by [𝑥0, 𝑥1, . . . . . , 𝑥𝑙−1]. 0, 1,..n, l-1, H1(.) 

is defined as a composite function of three operations on the lth layer input [19]. 
 

2.2.2. Transition layer 

Transition layer is to adjust the size of feature maps by being put between two dense blocks. There 

is a batch normalization, ReLU convolution 1×1 and average pooling layer 2×2 included. Convolution is the 

process of obtaining features from the output of the preceding layer and analysing them. All of the returned 

features shared to convolution kernel, commonly known as a filter, with a set of weights [20]–[23]. The 

weight values must be passed through an activation function to increase their nonlinearity (such as ReLU or 

sigmoid). The process of convolution can be described in (7). 

 

𝑍𝑙 = 𝑊𝑙 . 𝑓1(𝑧(𝑙−1)) + 𝑏𝑙 (7) 

 

The activation function is 𝑓1(. ) and 𝑍𝑙  is the state of the lth layer neuron. The weight matrix and bias from (l-

1) th to lth are represented by 𝑊𝑙 , 𝑏𝑙. 

 

2.3.  MobileNetV2 

MobileNetV2 is a CNN architecture that should work well on mobile devices. It is based on an 

inverse residual structure with residual links between the bottleneck layers. The extended middle layer uses 

lightweight depth convolution to filter features with non-linear sources. The MobileNetV2 design contains a 

full convolutional layer with 32 filters and 19 bottleneck layers [24]-[27]. In Figure 6 shows the proposed 

architecture. 

 

 

 
 

Figure 6. Proposed MobileNetV2 model basic architecture 
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MobileNetV2 has two distinct sorts of blocks. The first is a 1 stride length residual block, while the 

second is a 2-stride length block to lower the size. Both block types have 3 layers each. The first layer this 

time is a 1×1 ReLU6 convolution. The depth convolution layer comes next. Another 1×1 convolution, but 

this time with no non-linearities, makes up the third layer. According to the argument, if ReLU is applied 

again, the deep network will only have the power of a linear classifier in the non-zero volume portion of the 

output domain. 

 

 

3. RESULTS AND DISCUSSION  

We examined 7 models in this study, each on the same dataset. Alzheimer’s disease detection model 

detects the accuracy of MRI image. In data augmentation techniques we used the CycleGAN. Actually, the 

original dataset consists of 6,400 images for four classes. By using CycleGAN, we increased the images to 

20,926 and each class contains 5,231 images and get a balanced dataset for all classes. The network is trained 

from scratch on 50 data epochs of 314 batches each. All experiments are performed by splitting the data 30% 

as test data and 70% as training data. 15% data from train set is used in validation set. We achieved the 

following results for the DenseNet121 model and MobilNetV2: training and testing accuracy was 97.16%, 

98.03% and overall accuracy was 98.88% for DenseNet121. Similarly, the MobileNetv2 model have training 

and testing accuracy was 97.03%,97.12% and overall accuracy was 98.23%. We compare the performance of 

multi-class classification with a variety of common transfer learning architectures. Among the several models 

experimented in our research, DenseNet121and MobileNetV2 has got best accuracy. When compared to the 

existing models in Table 2, our proposed work models, DenseNet121 and MobileNetV2, have a higher 

accuracy of 98.88% and 98.02%, respectively. In Figure 7 it depicts the graphical representation of 

comparative results. 

 

 

Table 2. Comparative results of Alzheimer's disease MRI images multi-class classification 
S.NO No. of Epochs Models Training accuracy Validation accuracy Testing accuracy 

1 50 CycleGAN+DenseNet121 97.16 98.03 98.88 

2 50 CycleGAN+mobileNetV2 97.03 97.12 98.23 

3 50 Resnet152 91.64 93.87 96.28 
4 50 Resnet50 91.5 93.13 96.06 

5 50 GoogleNet 91.3 92.18 95.21 

6 50 VGG19 90.05 91.45 94.32 
7 50 VGG16 89.56 91.06 93.32 

 

 

 
 

Figure 7. Graphical representation for comparative results of Alzheimer’s disease MRI images 

 

 

4. CONCLUSION 

We presented a convolutional network-based framework for the classification of structural MRI 

images for the diagnosis of Alzheimer's disease. In this paper define promising solutions for detection of 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  

 
 
  

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

 
 
  
 

  

  

  

  

  

  

  

  

   

 
 
 
 
 
 
 
 
  
 
 
 
 
 

      

                                          

                                                  



Int J Artif Intell  ISSN: 2252-8938  

 

 A novel automated deep learning approach for Alzheimer's disease classification (Mudiyala Aparna) 

457 

disease in the early stages. Here we used DenseNet121 and mobileNetV2 models for disease classification. 

We used CycleGAN for image augmentation. The network was trained and tested using DenseNet121 and 

MobileNetV2 deep models. The results of both models outperformed all other methods in the literature 

regarding multiclass classification. By using the model DenseNet121 we achieved 98.88% accuracy and for 

MobileNetV2 we achieved 98.02% accuracy. Our proposed models achieved highest accuracy compare to 

the existing Models. The network was trained and tested using deep models DenseNet121 and MobileNetV2 

models. The results of both models outperformed all other methods in the literature regarding multiclass 

classification. The proposed approach improves the classification accuracy by about 2%. Compared to most 

existing tasks. A performance improvement in a particular class is achieved by improving the performance of 

all classes as well. It shows the potential to integrate deep models directly from scratch to learn features 

distinct from neuroimaging data, and is of great importance for medical and neuroimaging processing. Future 

work may include integrating patient clinical data with imaging data and creating more robust systems using 

multimodal data. 

 

 

REFERENCES 
[1] B. C. Simon, D. Baskar, and V. S. Jayanthi, “Alzheimer’s disease classification using deep convolutional neural network,” in 

Proceedings of the 2019 9th International Conference on Advances in Computing and Communication, ICACC 2019, Nov. 2019, 
pp. 204–208, doi: 10.1109/ICACC48162.2019.8986170. 

[2] U. R. Acharya et al., “Automated detection of Alzheimer’s disease using brain MRI images–a study with various feature 

extraction techniques,” Journal of Medical Systems, vol. 43, no. 9, Aug. 2019, doi: 10.1007/s10916-019-1428-9. 
[3] L. Yue et al., “Auto-detection of alzheimer’s disease using deep convolutional neural networks,” in ICNC-FSKD 2018 - 14th 

International Conference on Natural Computation, Fuzzy Systems and Knowledge Discovery, Jul. 2018, pp. 228–234,  

doi: 10.1109/FSKD.2018.8687207. 
[4] L. McCrackin, “Early detection of Alzheimer’s disease using deep learning,” Lecture Notes in Computer Science (including 

subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 10832 LNAI, pp. 355–359, 2018, doi: 

10.1007/978-3-319-89656-4_40. 
[5] B. Khagi, C. G. Lee, and G.-R. Kwon, “Alzheimer’s disease classification from brain MRI based on transfer learning from CNN,” 

in 2018 11th Biomedical Engineering International Conference (BMEiCON), Nov. 2018, pp. 1–4,  

doi: 10.1109/BMEiCON.2018.8609974. 
[6] E. Jabason, M. O. Ahmad, and M. N. S. Swamy, “Classification of Alzheimer’s disease from MRI data using an ensemble of 

hybrid deep convolutional neural networks,” in 2019 IEEE 62nd International Midwest Symposium on Circuits and Systems 

(MWSCAS), Aug. 2019, vol. 2019-Augus, pp. 481–484, doi: 10.1109/MWSCAS.2019.8884939. 
[7] M. Puranik, H. Shah, K. Shah, and S. Bagul, “Intelligent Alzheimer’s detector using deep learning,” in Proceedings of the 2nd 

International Conference on Intelligent Computing and Control Systems, ICICCS 2018, Jun. 2019, pp. 318–323,  

doi: 10.1109/ICCONS.2018.8663065. 
[8] L. Deng and Y. Wang, “Hybrid diffusion tensor imaging feature-based AD classification,” Journal of X-Ray Science and 

Technology, vol. 29, no. 1, pp. 151–169, Feb. 2021, doi: 10.3233/XST-200771. 

[9] M. T. Abed, U. Fatema, S. A. Nabil, M. A. Alam, and M. T. Reza, “Alzheimer’s disease prediction using convolutional neural 
network models leveraging pre-existing architecture and transfer learning,” in 2020 Joint 9th International Conference on 

Informatics, Electronics and Vision and 2020 4th International Conference on Imaging, Vision and Pattern Recognition, ICIEV 

and icIVPR 2020, Aug. 2020, pp. 1–6, doi: 10.1109/ICIEVicIVPR48672.2020.9306649. 
[10] E. Hussain, M. Hasan, S. Z. Hassan, T. Hassan Azmi, M. A. Rahman, and M. Zavid Parvez, “Deep learning based binary 

classification for Alzheimer’s disease detection using brain MRI images,” in Proceedings of the 15th IEEE Conference on 
Industrial Electronics and Applications, ICIEA 2020, Nov. 2020, pp. 1115–1120, doi: 10.1109/ICIEA48937.2020.9248213. 

[11] S. Basaia et al., “Automated classification of Alzheimer’s disease and mild cognitive impairment using a single MRI and deep 

neural networks,” NeuroImage: Clinical, vol. 21, p. 101645, 2019, doi: 10.1016/j.nicl.2018.101645. 
[12] D. Doshi, A. Shenoy, D. Sidhpura, and P. Gharpure, “Diabetic retinopathy detection using deep convolutional neural networks,” 

in International Conference on Computing, Analytics and Security Trends, CAST 2016, Dec. 2017, pp. 261–266,  

doi: 10.1109/CAST.2016.7914977. 

[13] H. S. Suresha and S. S. Parthasarathy, “Alzheimer disease detection based on deep neural network with rectified Adam 

optimization technique using MRI analysis,” in Proceedings of 2020 3rd International Conference on Advances in Electronics, 

Computers and Communications, ICAECC 2020, Dec. 2020, pp. 1–6, doi: 10.1109/ICAECC50550.2020.9339504. 
[14] R. Jain, N. Jain, A. Aggarwal, and D. J. Hemanth, “Convolutional neural network based Alzheimer’s disease classification from 

magnetic resonance brain images,” Cognitive Systems Research, vol. 57, pp. 147–159, Oct. 2019, doi: 10.1016/j.cogsys.2018.12.015. 

[15] A. Khan and S. Zubair, “An improved multi-modal based machine learning approach for the prognosis of Alzheimer’s disease,” 
Journal of King Saud University - Computer and Information Sciences, vol. 34, no. 6, pp. 2688–2706, Jun. 2020,  

doi: 10.1016/j.jksuci.2020.04.004. 

[16] A. Khan and S. Zubair, “Usage of random forest ensemble classifier based imputation and its potential in the diagnosis of 
alzheimer’s disease,” International Journal of Scientific and Technology Research, vol. 8, no. 12, pp. 271–275, 2019. 

[17] E. U. Haq, J. Huang, L. Kang, H. U. Haq, and T. Zhan, “Image-based state-of-the-art techniques for the identification and 

classification of brain diseases: a review,” Medical and Biological Engineering and Computing, vol. 58, no. 11, pp. 2603–2620, 
Sep. 2020, doi: 10.1007/s11517-020-02256-z. 

[18] M. S. N. Raju and B. S. Rao, “Colorectal multi-class image classification using deep learning models,” Bulletin of Electrical 

Engineering and Informatics, vol. 11, no. 1, pp. 195–200, Feb. 2022, doi: 10.11591/eei.v11i1.3299. 
[19] N. An, H. Ding, J. Yang, R. Au, and T. F. A. Ang, “Deep ensemble learning for Alzheimer’s disease classification,” Journal of 

Biomedical Informatics, vol. 105, p. 103411, May 2020, doi: 10.1016/j.jbi.2020.103411. 

[20] A. Nawaz, S. M. Anwar, R. Liaqat, J. Iqbal, U. Bagci, and M. Majid, “Deep convolutional neural network based classification of 
Alzheimer’s disease using MRI data,” in Proceedings - 2020 23rd IEEE International Multi-Topic Conference, INMIC 2020, 

Nov. 2020, pp. 1–6, doi: 10.1109/INMIC50486.2020.9318172. 

[21] Y. Zhang et al., “Multivariate approach for Alzheimer’s disease detection using stationary wavelet entropy and predator-prey 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 12, No. 1, March 2023: 451-458 

458 

particle swarm optimization,” Journal of Alzheimer’s Disease, vol. 65, no. 3, pp. 855–869, Sep. 2018, doi: 10.3233/JAD-170069. 

[22] N. Elmenabawy, M. El-Seddek, H. El-Din Moustafa, and A. Elnakib, “Deep segmentation of the liver and the hepatic tumors 
from abdomen tomography images,” International Journal of Electrical and Computer Engineering, vol. 12, no. 1, pp. 303–310, 

Feb. 2022, doi: 10.11591/ijece.v12i1.pp303-310. 

[23] M. Pimenta et al., “Anxiety independently contributes to severity of freezing of gait in people with Parkinson’s disease,” Journal 
of Neuropsychiatry and Clinical Neurosciences, vol. 31, no. 1, pp. 80–85, Jan. 2019, doi: 10.1176/appi.neuropsych.17090177. 

[24] F. M. Javed Mehedi Shamrat et al., “Analysing most efficient deep learning model to detect COVID-19 from computer 

tomography images,” Indonesian Journal of Electrical Engineering and Computer Science, vol. 26, no. 1, pp. 462–471, Apr. 
2022, doi: 10.11591/ijeecs.v26.i1.pp462-471. 

[25] M. T. Nunez and P. Chana-Cuevas, “New perspectives in iron chelation therapy for the treatment of Parkinson’s disease,” Neural 

Regeneration Research, vol. 14, no. 11, pp. 1905–1906, 2019, doi: 10.4103/1673-5374.259614. 
[26] S.-H. Wang et al., “Alzheimer’s disease detection by pseudo Zernike moment and linear regression classification,” CNS & 

Neurological Disorders - Drug Targets, vol. 16, no. 1, pp. 11–15, 2016, doi: 10.2174/1871527315666161111123024. 

[27] M. Al-Shabi and A. Abuhamdah, “Using deep learning to detecting abnormal behavior in internet of things,” International 
Journal of Electrical and Computer Engineering, vol. 12, no. 2, pp. 2108–2120, Apr. 2022, doi: 10.11591/ijece.v12i2.pp2108-2120. 

 

 

BIOGRAPHIES OF AUTHORS 

 

 

Mudiyala Aparna     working as Research Scholar in School of CSE, Vellore 

Institute of Technology, VIT-AP. Her research interest includes image processing, medical 

image analysis and deep learning. She can be contacted at email: 

mudiyalaaparna.89@gmail.com. 

  

 

Battula Srinivasa Rao     working as Associate professor in School of CSE, 

Vellore Institute of Technology, VIT-AP. His research interests are soft computing, image 

processing, machine learning and deep learning. He can be contacted at email: 

sreenivas.battula@gmail.com. 

 

https://orcid.org/0000-0003-0041-1531
https://orcid.org/0000-0003-2242-3656

