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 The people's puppets (wayang orang) performance typically requires 

approximately one hour for the performers to assume the role of a wayang 

orang, as this duration is necessary to apply makeup and select suitable 

attire. One potential solution to this issue involves the creation of a 

computerized simulation that replicates the process of putting makeup and 

traditional clothing on the face and head of the wayang orang performer. 

The completion of this work can be achieved through the utilization of 

image translation techniques. The objective of this study is to employ the 

unsupervised generative attentional networks with adaptive layer-instance 

normalization for image-to-image translation (U-GAT-IT) technique to 

convert human faces into wayang orang representations. The study utilizes 

an unpaired dataset comprising 1216 training data samples and 240 testing 

data samples. The primary objective of this study is to effectively preserve 

both the background picture and the facial identification component inside 

the given input image. This study utilizes quantitative assessment methods, 

specifically kernel inception distance (KID), Frèchet inception distance 

(FID), and inception score (IS), to evaluate the quality of the generated 

output image produced by the generator. Experimental results demonstrated 

that U-GAT-IT outperforms dual contrastive learning generative adversarial 

network (DCLGAN) in terms of the metrics IS, FID, and KID. 
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1. INTRODUCTION 

In this modern era, only a few people know traditional Indonesian culture, especially people's 

puppets (wayang orang). The wayang orang players took about an hour to be dressed in a proper form of 

wayang orang since it takes time to have makeup before wayang orang performances. Moreover, it is 

challenging to find the costume. Only a few people that had an experience became a wayang orang. 

Headwear and make-up are important elements of wayang orang costumes. In wayang orang 

headwear, use a crown called irah iran. The wayang orang makeup is used on the eyebrows, lips, forehead, 

and sideburns. Image translation can help everyone to see themselves as wayang orang. Image to image 

translation generally aims to change the style or characteristics of the image from one domain to another one. 

Image translation can be performed by implementing the generative adversarial networks (GANs) 

architecture. GANs are neural networks used for unsupervised learning that has many different types of GAN 

implementations. There are several examples of GAN applications, i.e., video prediction, translation of a text 

into an image, and image to image translation. GANs [1], [2] have been widely used in representation 

learning [3]–[5], image generation [6], [7], and image editing [8]. Also, in image generation applications, 
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such as image inpainting [9], text2image [10], and future prediction [11], GAN is employed and has 

demonstrated impressive results. 

Research on the translation of wayang and human images has not existed before. However, the 

development of research similar to this research on image translation has been initiated by Gatys et al. [12]. 

The research is focused on art. The proposed algorithms are able to perform translation tasks from four 

different datasets, namely selfie2anime, horse2zebra, cat2dog, photo2portrait, and photo2vangogh [13]–[16].  

The image-to-image translation can be performed by implementing unsupervised as well as 

supervised learning methods. In unsupervised learning, image pairs are independent (unrelated images). The 

unsupervised learning method aims to translate between different domains by using unlabeled images 

without establishing a link between images and minimizing the cost of labeled data. The approach that uses 

unsupervised learning is CycleGAN [16], unsupervised image-to-image translation (UNIT) [17], and 

DualGAN [18]. 

Image translation has wide applications such as image enhancement, style transfer, season transfer, 

and object transfiguration [16]. Isola et al. [19] firstly introduced GAN-based image translation. In this 

connection, when the generated image from the generator is adapting the input image, the process is called 

image translation. Zhu et al. [16] implemented the CycleGAN to solve the problem of translation of horse 

images into zebra images and obtained the Frèchet inception distance (FID) score of 89.7. Kim et al. [14] 

evaluated the performance of the unsupervised generative attentional networks with adaptive layer-instance 

normalization for image-to-image translation (U-GAT-IT) method by using the kernel inception distance 

(KID) evaluation metric. U-GAT-IT translated using many kinds of datasets such as selfie2anime, 

horse2zebra, cat2dog, and photo2portrait. However, from those image result did not maintain the person 

identity from the image. Therefore, this paper focus on keeping the identity of the person. The image 

translation of selfies into anime by implementing the U-GAT-IT method reaches the KID score of 11.67. 

These experimental results indicate that U-GAT-IT has the potential ability in performing an image-to-image 

translation task. 

This paper implements U-GAT-IT [14] to perform image translation tasks. This study aims to add 

makeup, crowns, and accessories from wayang orang while maintaining the input image's identity, pose, and 

background features. The human face and wayang orang image datasets have never been used on the U-

GAT-IT model. This research will add new tasks to the U-GAT-IT model, image translation of human to 

wayang orang. 

 

 

2. PROPOSED METHOD 

In this study, we adopt the U-GAT-IT architecture [14]. U-GAT-IT architecture has a pair generator 

and pair of discriminators. The model will translate an image from the human face (source domain) into a 

wayang orang (target domain). Then, the model translates it back to the human face (source domain). 

However, this study will only discuss human faces to the wayang orang image translation. The design of the 

system used to translate images of human faces with wayang orang is shown in Figure 1. 

 

 

 
 

Figure 1. The flow of the image translation system 

 

 

The flow of the system in Figure 1 begins with the human face sample image (source domain) as an 

input in the generator. The generator has a role in generating a wayang orang fake image (target domain). 
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Thenceforth, the discriminator will compare the wayang orang fake image with the wayang orang original 

image. Next, the loss function is calculated. Then, the loss function is updated to the generator network and 

also the discriminator. Adaptive moment estimation (ADAM) has a role in optimizing the model by updating 

the weights from the network in the training process. ADAM is relatively easy to configure where the 

configuration parameters work well in most cases. Hyperparameter configuration that is applied to the model 

is adversarial type GAN, ADAM optimizer, learning rate, beta1, beta2, identity weight, cycle weight, and 

class activation maps (CAM) weight with details can be seen in Table 1. 

 

 

Table 1. Hyperparameter model 
Optimizer Beta 1 Beta 2 Identity weight CAM weight Cycle weight Learning rate 

ADAM 0,5 0,999 10 1000 10 0,0001 

 

 

The generator of U-GAT-IT architecture can be seen in Figure 2. It consists of the encoder, auxiliary 

classifier, and decoder. The downsampling encoder has two convolution layers with two strides and one 

padding whereas the bottleneck encoder consists of four residual blocks. The auxiliary classifier section has 

the functionality to study the weights of the feature map from the origin domain using global max pooling 

and global average pooling. The last part is the decoder upsampling that consists of two convolution layers. 

Each encoder uses a normalization instance and AdaLIN [13] on the decoder. Furthermore, rectified linear 

units (ReLU) is used as an activation function in U-GAT-IT architecture. 

 

 

 
 

Figure 2. Generator architecture 

 

 

Unlike the generator, the discriminator consists of the encoder, auxiliary classifier, and classifier. 

Each encoder uses instance normalization and activation function leaky ReLU. The auxiliary classifiers in the 

generator as well as in the discriminator are trained to distinguish the input image are generated or the target 

image. The discriminator uses patch-GAN [19] which classifies synthetic or original images with sizes 70×70 

(local) and 286×286 (global). The flow of the discriminator network begins with the input of a sample image. 

Here, the discriminator network utilizes attention feature maps that use the weight of the encoded feature 

maps that the auxiliary classifier has trained. The discriminator uses spectral normalization (SN) [20] as a 

normalization function. The discriminator of U-GAT-IT architecture can be seen in Figure 3. 
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Figure 3. Discriminator architecture 

 

 

3. RESEARCH METHOD 

In our study, we used an unpaired dataset including human face images (source domain) and 

wayang orang images (target domain). The wayang orang image dataset was collected from Instagram by 

scraping image method. Meanwhile, the face images are using the dataset CelebA [21] mixed with 

Indonesian faces which can be seen in Figure 4. These images are merged so that the image dataset is varied 

and unbiased. The image used in this study is limited to the male gender only. The sample image can be seen 

in the image on Figure 4. The more the number of images and the more varied the image from the image, the 

better effect the model will obtain. 
 

 

   
 

Figure 4. Sample images 
 

 

The dataset that has been collected is divided into training data and testing data. The distribution of 

facial image datasets on training data and test data is achieved by using the Pareto principle with a ratio of 

80:20. Therefore, the number of training data and test data are 976 and 240 images, respectively. Before 

performing the training phase, it is important to perform facial alignment on all images by rotating the image 
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based on the key points of the face. In this study, the facial alignment process was carried out manually by 

equalizing the points on the eyes and mouth. Facial alignment aims to avoid changes in the face shape of the 

original image by maintaining the facial structure of the original image in the training process. Next, we 

apply image resizing, i.e., the input images are cropped to obtain square shape images. 

After applying the proposed method, we evaluate the method by using three metrics. In this 

research, we employ inception score (IS), FID, and KID to evaluate our model. Salimans et al. [22] firstly 

introduced IS. IS is an alternative evaluation of human annotators in image quality, especially for the 

generated image of the GAN model. The value of the IS is based on various images (each wayang orang 

image is different from one another), and each generated image looks identical to the image target. The limit 

value of IS in the range [1, ∞]. The larger the IS value, the better the image quality. The IS is given in (1),  
 

𝐼𝑆 = 𝑒𝑥𝑝(𝐸𝑤~𝑧𝐻𝐾 𝐿(𝑝(𝑞|𝑤)||𝑝(𝑞))) (1) 
 

where 𝑤~𝑧 indicates that 𝑤 is an image obtained by performing sampling to 𝑧, 𝐻𝐾𝐿(𝑠||𝑡) is the KL-

divergence between the distributions s and t, 𝑝(𝑞||𝑤) is the conditional class distribution, and 𝑝(𝑞) is the 

marginal class distribution. 

FID can be used to evaluate image quality produced by the generator and to evaluate the 

performance of GAN. The data distribution is modeled by using multivariate Gaussian distribution with 

mean μ dan covariance Σ. Heusel et al. [23] evaluation using FID is better than that using the IS since FID 

evaluates the synthesized image data set compared to the original image set from the target domain. A 

smaller FID score represents a better image quality which can be seen from the generated image, i.e., the 

image is more similar to the target image. The FID score between the generated image g and target image t is 

calculated in (2),  
 

𝐹𝐼𝐷 (𝑡, 𝑔) =  ‖𝜇𝑡 − 𝜇𝑔‖
2

2
+ 𝑡𝑟(∑𝑡 +  ∑𝑔 − 2(∑𝑡

1/2
 ∑𝑔∑𝑡

1/2
)

1

2) (2) 

 

Where,  

t =target image,  

g =generated image,  

μ=mean from image feature, 

tr=trace of a matrix, and  

Σ =covariance matrix from a vector of image feature. 

KID evaluation [24] is similar to FID. FID and KID use a two-sample test variance in the studied 

"perceptual" feature space, the Inception pool3 space, to assess distributional fit. The difference between FID 

and KID is that KID calculates the maximum mean discrepancy (MMD) square between inception 

representations. KID has an advantage compared to FID, i.e., KID is an unbiased estimator. 

 

 

4. RESULTS AND DISCUSSION 

In this section, we provide our experimental results. We demonstrate the generated images obtained 

by employing our proposed model. Also, we provide the evaluation metrics and discussion based on our 

experimental results. 
 

4.1.  Image generation results 

We employed five types of input images shown in Figure 5(a) to investigate the capability of dual 

contrastive learning generative adversarial network (DCLGAN) and U-GAT-IT in this task. The types of 

images used in our experiments are a regular man, a man wearing sunglasses, and a man wearing a mask. 

Also, we employed images that contain multiple persons. By employing the proposed model, we successfully 

generated wayang orang images from the dataset. Figures 5(b) and (c) show the images obtained from the 

testing phase after implementing DCLGAN and U-GAT-IT, respectively. These output images are obtained 

from the model by employing various sample pictures. In this connection, we investigate the generator output 

according to different sample pictures. 

The generator offers the capability to generate a diverse range of images. One of the primary 

difficulties encountered in the process of converting a human face image into a wayang orang image lies in 

the task of modifying the image's style while simultaneously preserving the facial identity and background of 

the original domain image. The experimental results show that DCLGAN changes image texture and color to 

yellowish in the whole image, while in U-GAT-IT, the color is almost similar to that of the original image. 

U-GAT-IT and DCLGAN can generate a variety of images and prevent mode collapse on regular GAN 

issues. In the images generated by U-GAT-IT, the shape of the crown has been formed. Also, the makeup can 

be transferred properly without changing the content (identity and background) of the original image. In the 
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case of images that contain a face wearing a mask, lips are not detected so no lips makeup is transferred. 

From Figure 5, it is clear that the U-GAT-IT model can also translate more than one face in a single image. 

Also, U-GAT-IT generates better images than DCLGAN does. This fact can be seen by comparing images in 

Figures 5(b) and (c). When DCLGAN is applied to perform the image-to-image translation tasks, the 

generated wayang orang images are not realistic enough. In addition, the blur artifact dominates the wayang 

orang images as shown in Figure 5(b). 

 

 

   

   

   

   

   
(a) (b) (c) 

 

Figure 5 Comparing original images and generated images from both model according to different sample 

pictures: (a) input images, (b) generated images using DCLGAN, and (c) generated images using U-GAT-IT 

 

 

4.2.  Evaluation metrics 

The testing process is carried out to find out the performance of the model. One of the important 

factors in evaluating image quality is based on how similar and realistic the resulting image is. Although 

blurry images can still look realistic, image sharpness is important to consider. Another important factor is 

that the generator must produce a variety of images. The challenge in translating facial images into wayang 

orang is to change the style of an image while maintaining the identity of the face and background of the 

original image. 
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Evaluating GAN is not enough by using only the loss function. Therefore, to measure the model's 

performance and the resulting image, the FID method was used as a quantitative evaluation using test data of 

240 images. In this connection, the image that is used as the test data is never used in the training process.  

The U-GAT-IT model is compared to the DCLGAN [25] model. These two models have a similar 

ability, i.e., unsupervised learning image-to-image translation. Moreover, DCLGAN and U-GAT-IT are able 

to translate various types of images. In this research, the DCLGAN model is treated similarly to the  

U-GAT-IT model, i.e., on training iteration and hyperparameters model configuration. 

In our experiments, we compare our proposed model with another architecture. Since there has not 

existed any study about the image to image translation to generate wayang orang images, we could not 

compare our results with the results provided by the other researchers. Therefore, we compared the  

U-GAT-IT architecture and the DCLGAN architectures to the same dataset to demonstrate the performance 

of our proposed model. Table 2 shows the performance comparison between the U-GAT-IT and the 

DCLGAN in our study. Based on the results of visualization and evaluation, the U-GAT-IT model produces 

better results than those of the DCLGAN. From Table 2, it is clear that U-GAT-IT achieves the value of  

IS 2.414, FID 0.924, and KID 4.357 on DCLGAN. Here, the bigger the IS score indicates the better the 

output images. 

 

 

Table 2. Architecture performance comparison 
Model IS FID x 100 KID x 100 

U-GAT-IT 2.414 0.924 4.357 

DCLGAN 1.670 2.189 22.13 

 

 

5. CONCLUSION 

The process of this system begins with the collection of datasets. In the preprocessing process, it is 

better to perform facial alignment before conducting the training process. Based on the results and analysis of 

the experiments that have been carried out, the best output images are images of men where makeup and 

costumes are successfully added to their faces and heads, respectively. In addition, the resulting image retains 

the background as well as the facial identity of the original image. From the experimental results, it is clear 

that the U-GAT-IT model generates better-quality images. Also, the U-GAT-IT can produce images more 

similar to the wayang orang than the DCLGAN can. It is proven by performing an evaluation using the IS. 

The value of U-GAT-IT is 2.414 which is higher than DCLGAN. Moreover, FID and KID scores on the U-

GAT-IT model have a smaller value than DCLGAN. FID and KID scores on U-GAT-IT are 0.924 and 4.357. 

Meanwhile, FID and KID scores on DCLGAN are 2.189 and 22.13. These results indicate that U-GAT-IT 

can perform well in translating human faces into wayang orang. There are some recommendations for future 

work. It is suggested to modify the architecture of U-GAT-IT to investigate the influence of various GAN 

architectures involved in U-GAT-IT. Another GAN architecture involved in U-GAT-IT may provide better 

results in generated images, IS, KID, and FID. In future works, we will improve the wayang orang images 

generated by the U-GAT-IT by investigating the best values of its parameters. Also, we will modify the U-

GAT-IT architecture to improve the experimental results. Some GAN architectures are interesting to 

investigate as the image translation methods in generating wayang orang images. 
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