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ABSTRACT

Recently, it has been observed that people are shifting away from traditional news
media sources towards trusting social networks to gather news information. Social
networks have become the primary news source, although the validity and reliability of
the information provided are uncertain. Memes are crucial content types that are very
popular among young people and play a vital role in social media. It spreads quickly
and continues to spread rapidly among people in a peer-to-peer manner rather than
a prescriptive. Unfortunately, promoters and propagandists have adopted memes to
indirectly manipulate public opinion and influence their attitudes using psychological
and rhetorical techniques. This type of content could lead to unpleasant consequences
in communities. This paper introduces an ensemble model system that resolves one
of the most recent natural language processing research topics; propaganda techniques
detection in texts extracted from memes. The paper also explores state-of-the-art pre-
trained language models. The proposed model also uses different optimization tech-
niques, such as data augmentation and model ensemble. It has been evaluated using
a reference dataset from SemEval-2021 task 6. Our system outperforms the baseline
and state-of-the-art results by achieving an F1-micro score of 0.604% on the test set.
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1. INTRODUCTION
Social media platforms and micro-blogging are becoming more popular than ever and have a massive

impact on our daily lives. It has fundamentally changed the way people interact, communicate, think and
entertain. Despite all its benefits, social media is one of the primary sources for spreading fake news and
propaganda [1]. A study by Massachusetts Institute of Technology (MIT) researchers found that fake news is
70% more likely to be retweeted [2]. Information is published on social media without third-party verification,
allowing people to share unverified information and reach diverse audiences. Besides fake news, propaganda
has also played an essential role in changing and manipulating people’s thoughts [3]. Propaganda is defined as
the dissemination of rumor or information, whether true or not, used to persuade the reader to accept ideologies
and prejudices to either help or hurt a particular institution, movement, group, or person [4]. It is an old term
and has been in use around the world since the World Wars [5], [6]. The reasons behind propagating fake news
can be financial reasons or political purposes, such as affecting elections and threatening democracies [7].

Recently, numerous researches have been motivated to identify and detect propaganda on social
media sites, especially Twitter and news headlines [8]–[11]. Twitter is considered a powerful tool for shaping
people’s opinions and an effective channel for spreading news. For example, extremists can shape ideologies
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to increase the visibility of specific topics to reach a wide range of audiences. Volkova et al. [12] studied and
explored propaganda and other types of news on Twitter about the terrorist attacks in Brussels in 2016. They
developed models for detecting suspicious or verified tweets news and predicting propaganda and deception.
They used publicly available platforms; PropOrNot to annotate suspicious accounts and create a list of trusted
accounts. Logistic regression (LR), long short term memory (LSTM) [13], and convolutional neural network
(CNN) [14] were tested with a set of features, such as DOC2VEC (representing documents as a vector), TF-IDF
(term frequency-inverse document frequency), and GLoVe (global vectors for word representation) embedding
for news classification. The results showed that LSTM and CNN outperformed the LR, and the addition of
the linguistic features boosted performance for all models. Al-Omari et al. [15], applied XGBoost and several
neural network architectures, such as LSTM, bidirectional LSTM, along with pre-trained transformer
bidirectioal encoder representations from transformers (BERT) to classify the text into propaganda or
non-propaganda.

Internet memes are among the latest developments in producing social media content. Memes are
typically short captions with an image template mocking particular concepts or events, such as elections.
Memes can go viral in popularity within a matter of days [16]. Therefore, it is a powerful method to be
used by political and marketing campaigns for manipulation and persuasion. In other words, it is the new form
of persuasion techniques. However, this type of content can be dangerous because it is unexpected for most
people and gets absorbed quickly in their thoughts. Propaganda and memes are significant research areas and
central topics of investigation recently. As a new topic of interest, there is a lack of work in this field; there is a
small amount of open-source data available to use. Therefore, this research aims to understand how detecting
persuasion techniques in texts can be automated using deep learning techniques without human intervention.
Another important goal is to understand how data augmentation can help address a small data size problem.
The current study experimented with pre-trained transformers on propaganda and different data augmentation
techniques on the text to analyze its influence. The proposed model, PropaMemes, comprises fine-tuning pre-
trained language models on propaganda technique classification of memes. It leveraged ensemble model that
consists of robustly optimized BERT pretraining approach (RoBERTa) [17], BERT [18], decoding-enhanced
BERT with disentangled attention (DeBERTa) [19]. Moreover, different data augmentation techniques and
stacking have been experimented with, and the SemEval-2021 Task 6 dataset has been used fr evaluation.
Our model shows superior results using augmentation and ensemble methods with pre-trained transformers. It
achieved an F1micro score of 0.604 that outperformed the state-of-the-art model, which is 0.593, on the test set.

The remainder of this paper is organized as : section 2 presents a description of the datasets used to
train the models and an explanation of data augmentation techniques and data preprocessing. Section 3 the
main finds of the research, including data augmentation analysis and model optimization. Finally, section 4
concludes this research and provides plans for future work.

2. RESEARCH METHOD
2.1. Datasets

The dataset used in this study has been published with a previous SemEval Competition [20]. There
are two versions of the dataset; although the text is the same, the list of techniques is different from each other.
In the text-based classification task, the dataset has 20 classes, and each sample can have multiple labels and
captions extracted from the image. For the text-image-based task, except that the list of techniques is different
(22 classes). It is worth noting that the dataset is in javascript object notation (JSON) format, with each instance
in the dataset being an object composed of three fields: id, text, label. The text field is the target text we have
to classify, and the label is the technique used with the corresponding text; it could be none or more. Figure 1
shows the distribution of labels at entry-level. The dataset is split into train-set of 687 samples, validation-set
of 63 samples and test-set of 200 samples. Table 1 shows the distribution of the classes in training set. The
dataset is challenging in terms of size and distribution. It is seen from Table 1 that the dataset is imbalanced as
there are underrepresented classes, such as bandwagon and presenting irrelevant data (red herring).

Additionally, the current study is using the propaganda techniques corpus (PTC) [21], which consists
of news articles from 13 propaganda and 36 non-propaganda news media outlets. The training set consisted of
371 articles and ended up with 874 samples after tokenization. The validation set consists of 75 articles and
176 samples after tokenization. This dataset has only 17 classes and does not include for smears, glittering
generalities (virtue), obfuscation, intentional vagueness, confusion.
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Figure 1. Distribution of labels at entry-level

Table 1. Classes distribution of training set
Technique (label) Training set
Loaded language 313
Name-calling/labeling 188
Smears 168
Exaggeration/minimisation 52
Doubt 48
Slogans 44
Appeal to fear/prejudice 43
Whataboutism 40
Glittering generalities (virtue) 32
Casual oversimplification 27
Flag-waving 27
Misrepresentation of someone’s position (straw man) 20
Thought-terminating cliche 20
Black-and-white-fallacy/dictatorship 18
Appeal to authority 13
Reductio ad hitlerum 9
Repetition 8
Obfuscation, intentional vagueness, confusion 4
Bandwagon 2
Presenting irrelevant data (red herring) 1

2.2. Data augmentation
Data size and quality play a centric role in affecting the model performance. Collecting and

annotation data could be a tedious task, and it requires domain experts to annotate the data, depending on
the task complexity. To address the problem of lack of data in the propaganda domain, we have experimented
with different data augmentation techniques, which is the process of producing additional data to increase
the dataset size and overcome the overfitting problem [22]. Data augmentation is frequently used in computer
vision [22], which includes variant of techniques, including cropping, rotation, zooming, and flipping.
However, there had been previous efforts in using data augmentation techniques with text [23]. In this
research, we will be using techniques presented in [23], which includes synonym replacement, random
insertion, random swap, and random deletion. Table 2 shows an example of each of the augmentation
techniques. In addition to these techniques, we will also experiment with back-translation. For each sample in
the dataset, we have performed one or more of the following:

− Synonym replacement (SR): randomly choose n words from the sentence that are not stop words. Replace
each of these words with one of its synonyms chosen at random.
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− Random insertion (RI): find a random synonym of a random word in the sentence that is not a stop word.
Insert that synonym into a random position in the sentence. Do this n times.

− Random swap (RS): randomly choose two words in the sentence and swap their positions. Do this n
times.

− Random d (RD): randomly remove each word in the sentence with probability p.
− Back translation (BT): translate the text into some other language then re-translate it back to the original

language.

Table 2. Sample text generated from each data augmentation techniques
Technique Output
Original text This paper will describe our system in detecting propaganda in memes
Synonym replacement This theme will describe our arrangement in detecting propaganda in memes
Random insertion This key out paper will describe our system meme in detecting propaganda in memes
Random swap This paper in describe our system in detecting propaganda will memes
Random deletion This paper will describe system in detecting propaganda in memes
Back translation This document describes our memorandum propaganda detection system

2.3. Data preprocessing
Cleaning and preprocessing the data is a crucial step to reduce potential noise before training any

model. Unlike tweets, memes are less noisy (i.e., no hashtags, and URLs). Although the uppercase text could
indicate solid emotions in typical cases, memes caption is usually written with all uppercase, which makes
it unhelpful for this task; thus, we converted all the text into lowercase. We have removed numbers and
special characters as they don’t hold semantic information. Then we applied each of the previously described
augmentation techniques on the samples with a probability of 0.2. We tested each technique’s models to
observe how each technique influences the model. Then we combined all the techniques into one dataset and
tested the model on it. For each technique, three samples were generated without replacement (did not include
the original text in the new synthesized dataset).

2.4. Metrics
The evaluation metrics for this work are Micro-F1 and Macro-F1, hence the dataset is extremely im-

balanced. These metrics produce values that range from 0-1, where 0 refers to the lowest result and 1 to
the highest result. F1-score is the harmonic mean of the precision and recall. In other words, it gives us a
compromise value between precision and recall. Macro-F1 is calculated by taking the mean F1-score of each
label thus it puts bigger penalization when the model doesn’t perform well with minority classes. Micro-
F1metric puts more emphasis on the most populated classes.

2.5. Pre-trained models (transformers)
Pre-trained language transformers, such as BERT [18], have proved to achieve high performance with

a small amount of data from a typically few numbers of epochs. Recently, pre-trained transformers have gained
broad popularity and adaption by the natural language processing (NLP) community. Two of the most known
transformers are BERT [18] and RoBERTa [17]. Both transformers have two versions: a base version and a
large version. The difference between the two versions for each transformer is the model architecture size.
The base models of both BERT and RoBERTa have 12 layers of transformers block with 768 hidden size and
12 self-attention heads. The BERT large and RoBERTa large have 24 layers of transformers block with 1024
hidden size and 16 self-attention heads.

3. TRAINING AND EXPERIMENTS
This section explores the performance of BERT and RoBERTa with different data augmentation tech-

niques combination to understand and analyze the influence of each technique. It is worth noting that the same
hyper-parameters have been used in all experiments. A learning rate of 2e-5 has been used. Hence memes text
is typically short; a sequence length of 100 and batch size of 8 were used. Then the model was fine-tuned for 8
epochs with AdamW optimizer. As the transformers fine-tuning is non-deterministic (i.e., each run leads to a
different but close performance), three models were trained for each experiment in this study. The average was
taken of the three with the standard deviation.
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On the validation set, the Original dataset was used as a baseline to measure the improvement of the
augmentation techniques. In most cases, the data augmentation techniques outperformed the original dataset
and achieved a global f1micro average of 5.52% improvement and global f1macro average of 3.06% improvement
on the validation set. An observation to make is that models performed generally better when different tech-
niques are combined together. On the contrary, some combinations have dropped the performance. It is worth
noting that this could be due to the randomness of transformers’ outcomes of different training runs.

On the test set, all models trained on the data augmentation techniques outperformed the baseline
(Table 3). The global F1micro average improvement rate is 5.42% and global f1macro average improvement rate
is 3.06%. Similar to validation score, the best scores were achieved with combinational techniques (8 and 9).
BERTlarge, BERTbase and RoBERTabase achieved their highest score with technique 8 and f1micro improvement
of 6.4%, 9.6% and 5.0% respectively. RoBERTalarge achieved the best score out of all models on technique 9
with f1micro improvement of 4.7%. Table 4 outlines a summary statistics of the performance on the test set and
validation set.

Table 3. Data augmentation results on test set
# Data augmentation technique Metric BERTlarge BERTbase RoBERTalarge RoBERTabase

1 Original dataset (baseline)
F1micro 0.470 ± 0.016 0.407 ± 0.010 0.512 ± 0.007 0.470 ± 0.001
F1macro 0.133 ± 0.003 0.115 ± 0.003 0.150 ± 0.006 0.129 ± 0.003

2 SR
F1micro 0.493 ± 0.010 0.438 ± 0.014 0.550 ± 0.014 0.486 ± 0.001
F1macro 0.148 ± 0.002 0.125 ± 0.003 0.220 ± 0.018 0.136 ± 0.001

3 RI
F1micro 0.496 ± 0.009 0.458 ± 0.003 0.534 ± 0.010 0.475 ± 0.013
F1macro 0.145 ± 0.005 0.130 ± 0.001 0.200 ± 0.019 0.132 ± 0.003

4 RS
F1micro 0.480 ± 0.002 0.453 ± 0.005 0.532 ± 0.012 0.486 ± 0.011
F1macro 0.149 ± 0.004 0.128 ± 0.001 0.190 ± 0.020 0.137 ± 0.002

5 RD
F1micro 0.493 ± 0.019 0.449 ± 0.011 0.546 + 0.003 0.481 ± 0.013
F1macro 0.141 ± 0.009 0.125 ± 0.006 0.200 ± 0.009 0.135 ± 0.002

6 SR+RI+RS+RD
F1micro 0.493 ± 0.015 0.461 ± 0.007 0.542 ± 0.004 0.490 ± 0.010
F1macro 0.180 ± 0.012 0.137 ± 0.009 0.224 ± 0.018 0.182 ± 0.021

7 BT
F1micro 0.534 ± 0.005 0.474 ± 0.004 0.556 ± 0.011 0.497 ± 0.010
F1macro 0.190 ± 0.014 0.135 ± 0.001 0.239 ± 0.016 0.156 ± 0.008

8 All techniques (excluding original samples)
F1micro 0.531 ± 0.004 0.503 ± 0.010 0.550 ± 0.013 0.520 ± 0.013
F1macro 0.208 ± 0.031 0.185 ± 0.019 0.246 ± 0.014 0.193 ± 0.008

9 All techniques (including original samples)
F1micro 0.529 ± 0.008 0.496 ± 0.001 0.559 ± 0.006 0.514 ± 0.020
F1macro 0.237 ± 0.005 0.190 ± 0.006 0.245 ± 0.022 0.192 ± 0.026

Table 4. Summary results of each model on test and validation sets. max micro/macro score is the best score
achieved on one or a combination of the data augmentation techniques

Validation set Test set
F1micro F1macro F1micro F1macro

Baseline
Max
Score

Average
Improve

Baseline
Max
Score

Average
Improve

Baseline
Max
Score

Average
Improve

Baseline
Max
Score

Average
Improve

BERTlarge 0.494 0.578 +6.05% 0.234 0.343 +8.00% 0.470 0.534 +3.61% 0.133 0.237 +4.17%
BERTbase 0.427 0.566 +8.05% 0.214 0.331 +5.40% 0.407 0.503 +5.95% 0.115 0.190 +2.93%

RoBERTalarge 0.568 0.580 -0.03% 0.298 0.371 +4.50% 0.512 0.556 +3.41% 0.150 0.246 +7.05%
RoBERTabase 0.469 0.569 +6.02% 0.222 0.339 +7.60% 0.470 0.520 +2.36% 0.129 0.193 +2.88%

3.1. Performance optimization using PTC corpus
Due to the incompatibility of class number and text nature between PTC corpus [21] and memes

data-set, the training process was divided into two stages. In the first stage, the model was fine-tuned on PTC
corpus. In the second stage, since the corpus consists only of 17 classes, we discarded the classification layer
after fine-tuning the model and replaced it with another classification layer of size 20 (the number of classes
we originally have) fine-tuned on the memes data-set. Figure 2 illustrates the training process stages, and
Table 5 shows the hyper-parameters used with each stage (the epoch with the best performance was saved
and selected). RoBERTalarge model was trained on that process with memes dataset from technique 9 (Table
3). Then, the other models RoBERTalarge, BERTlarge, DeBERTalarge were trained on the described training
process. Table 6 shows the performance achieved for each model. There is an obvious improvement on the
validation set performance with BERTlarge; however, its performance did not improve much on the test set.
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On the other side, RoBERTalarge performance has dropped with the validation but improved on the test set.
Although, DeBERTalarge was not experimented with at the data augmentation analysis section, it has achieved
a remarkable performance which outperformed both of RoBERTalarge and BERTlarge and closest to the current
state-of-the-art with a difference of 0.009 f1micro.

Figure 2. Training stages illustration

Table 5. Hyper-parameters used at the optimization step with the 2 stages training process
Hyper-parameters Stage 1 Stage 2

Learning-rate 2e-05 3e-05
Max sequence length 150 100

Batch size 8 16
Number of epochs 8 8

Optimizer AdamW AdamW
Loss BCE BCE

Table 6. Models performance on 2-stage training process
Validation set Test set

Model F1micro F1macro F1micro F1macro
Debertalarge 0.621 0.409 0.584 0.285
BERTlarge 0.620 0.358 0.538 0.183

RoBERTalarge 0.535 0.298 0.575 0.222

3.2. Performance optimization using ensemble learning
Ensemble learning combines the output of multiple base-learners to provide a final prediction. The

main advantage of ensemble learning is the reduction of variance and prediction improvement. There are
different methods for a model ensemble, such as stacking and averaging. This study used ensemble learning to
compose the final model by combining the output of multiple base-learners to provide a final prediction.

One of the most intuitive and straightforward methods is averaging that averages the output of each
model at prediction time. The model achieved a macro score of 0.346 and a micro score of 0.588 with a thresh-
old of 0.5 on the validation set using averaging ensemble technique. We experimented with other thresholds,
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the lower the threshold, the better the score is. The best score was accomplished by a threshold of 0.3. Running
the ensemble model with a threshold of 0.3 on the test set attained a micro score of 0.6 and a macro score of
0.272 on the test set, which outperforms the current state-of-the-art with less ensembled models.

Another ensemble method is stacking, which involves two levels in the classification process. Level-0
consists of base models that are trained on the training set, and their output is passed to the next level. Level-
1 consists of meta-models that train on the output of the base models from out-of-sample data that wasn’t
used in training the base classifiers, and the output with the ground truth labels are used to train the meta
classifiers. We used the same data samples on both base classifiers and meta classifiers as we have a small
dataset. Experimenting with the original process gave poor results since when we split the training set, the base
classifiers trained on fewer data, thus degrading performance. The meta-classifiers weren’t able to compensate
for that loss. We used scikit-multilearn library to train the meta-models. We experimented with support vector
classification (SVC) and LR for stacking. We also used the logits output from the transformers to train the
meta-models. As LR and SVC are a binary classifiers we used OneVsRestClassifier and chain classifiers
approaches to transform multi-label problem into a individual single-label problems. In OneVsRestClassifier,
the problem is decomposed into multiple single-label problems by training a model for each label from the
downstream logits. One of the issues of that approach is that it doesn’t take the correlation of classes into
account. We experimented with our transformers and got a micro score of 0.591 and a macro score of 0.265
on the test set with SVC. The other approach is chain classifiers; the main advantage of this approach over the
OneVsRestClassifier is that the correlation of classes is involved in the classification model. This approach
creates N classifiers where N is the number of classes and the output of classifiers ni is the input for classifiers
nj such that i ¡ j. It achieved a micro score of 0.604 and a macro score of 0.289 on the test with SVC. Table 7
summaries the ensemble model experiments.

Table 7. Ensemble models performance with SVC, logistic regression and weighted average
Validation set Test set

F1micro F1macro F1micro F1macro

SVC OneVsRestClassifier 0.604 0.358 0.591 0.265
ClassifierChain 0.609 0.216 0.604 0.289

Logistic
Regression

OneVsRestClassifier 0.605 0.215 0.598 0.265
ClassifierChain 0.605 0.365 0.601 0.265

Average with threshold = 0.3 0.635 0.389 0.600 0.272

3.3. Comparison and evaluation

This subsection shows a comparison between the results of our proposed model, PropaMemes, and
other models’ results from the official shared task leaderboard [20]. Table 8 summarizes the comparison. The
baseline model was provided by the organizers, which created random labels [20].

The current top performance is achieved by [24]. Their solution is an ensemble model system that
ensemble five Transformers (BERT, RoBERTa, XLNET, DeBERTa, and ALBERT) by taking the average prob-
ability output of each. They have used focal loss (FL) [25] as it gives lower weights for easy examples and
puts more emphasis on hard examples to reduce the effect of the imbalanced dataset problem. They first fine-
tuned their transformers on the PTC corpus. Then they continued training the models with memes dataset.
There final ensemble model has achieved F1micro of 0.593 and F1macro of 0.289 on the test set. Our proposed
model (PropaMeme) achieved an F1micro score of 0.604 on the test set using model ensembles three pre-trained
transformers of Bert, RoBERTa, and DeBERTa with output averaging. Figure3 shows the architecture of the
model.

Table 8. A comparison between highest ranked models
Model F1-micro

BaseLine 0.064
MinD 0.593
PropaMemes 0.604
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Figure 3. PropaMemes model architecture

4. CONCLUSION
In this paper, we have experimented with several data augmentation techniques for text and it turned

out that they did improve the results almost in every case. We have also used and external articles dataset to
improve the performance of our model. Moreover, we explored some stacking and model ensemble methods
to further improve the model performance. Finally, we were able to achieve a F1micro of 60% on test set
using model ensemble of Bert, RoBERTa and DeBERTa with output averaging. Our future work will focus
on incorporating images along with text in making inference as some of samples hold meaning on their visual
content. We will also work on further improving the score of the presented system with a fewer ensembled
models. Although we tried to reduce the affect of small dataset size using data augmentation, but having
a diverse balanced dataset is still essential. We will try to collect and annotate more samples using crowd-
sourcing and semi-supervised learning.
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