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 Presently, the Forex market has become the world’s largest financial market 

with more than US$5 trillion daily volume. Therefore, it attracts many 

researchers to learn its traded currency pairs characteristics and predict their 

future values. Here, we propose simple three layers Bidirectional long short-

term memory (Bi-LSTM) networks for Forex forecasting with four different 

merge modes. Moreover, the proposed model is also compared to the 

conventional long short-term memory (LSTM) networks with the same 

architecture. Five major Forex currency pairs, namely AUD/USD, 

EUR/USD, GBP/USD, USD/CHF, and USD/JPY, with more than ten years 

of historical records are considered in this study. It is revealed from the 

experimental results that among four available merge modes, the 

concatenation mode as the default merge mode in Bi-LSTM networks is 

actually the less preferred mode for Forex forecasting (Root mean square 

error 0.30685517, mean absolute error 0.27442235, mean absolute 

percentage error 0.827108%). Moreover, Bi-LSTM average mode gets the 

highest 𝑅2 score that could achieve 89.579%. Therefore, the proposed three 

layers Bi-LSTM networks could provide a baseline result for developing a 

good trading strategy in Forex forecasting.  
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1. INTRODUCTION 

One of the most popular fast-growing financial markets worldwide is the foreign exchange (Forex or 

FX) market. The main commodity to be traded in the Forex market is nonetheless the currency pairs. 

Although the Forex trading practice can be traced back to the time of Babylonians, it was in 1931 when the 

Forex market was born to replace the gold standard as a trading tool at that time. However, it was in the 1970s 

to be considered as the modern Forex trading era when the United States allowed its currency in the market [1]. 

Today, the Forex market has turned to be the world’s largest financial market, with more than US$5 

trillion total volume traded every day [2]. Therefore, it fascinates many researchers to learn the traded 

currency pairs’ trends and predict their future values to gain more profit from the market. However, since the 

market is a decentralized market, which means that no single organization or institution controls the market, 

it is highly volatile and difficult to predict [3]. Various methods and approaches have been introduced to 

tackle this challenging problem that can be classified into two main groups, i.e., the fundamental analysis 

group and the technical analysis group. While the fundamental analysis relies on news related to the Forex 

market, such as the inflation rates, economic growth, et cetera, to predict the behaviour and trend of the 

market; the technical analysis relies heavily on the historical data of the market [3]. 

https://creativecommons.org/licenses/by-sa/4.0/
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In the technical analysis domain, many techniques to predict the future values of Forex transaction 

data have been developed. Some researchers focused on the use of conventional and Statistical approaches, 

such as the moving averages method [4] and its variants [5], vector autoregression [6], and autoregressive 

integrated moving average (ARIMA) [7], [8]. Others applied more advanced techniques, including Machine 

Learning and Deep Learning methods. 

In predicting the Forex rates of United States Dollar/Turkish Lira (USD/TRY), for example,  

Goncu [9] applied several regression-based machine learning methods, such as ridge regression, decision tree 

regression, support vector regression, and linear regression. He found that the ridge regression outperformed 

other studied methods. In another study, Ni et al. [10] proposed a convolutional recurrent neural networks 

(C-RNN) method, a combination of recurrent neural network and convolutional neural network, for Forex 

forecasting that could improve the prediction accuracy of considered Forex data. Dodevski et al. [11] also 

had tried to explore the capacity of the long short-term memory (LSTM) deep learning method to predict the 

exchange rates of Macedonian Denar against Euro (EUR/MKD). They found that the forecasted results were 

similar to the actual data and therefore, the LSTM method is potentially a useful method for forecasting the 

EUR/MKD exchange rate fluctuations. In a more recent study, Jung and Choi [12] had proposed a hybrid 

autoencoder-LSTM model for forecasting Forex volatility. Based on the empirical results, they concluded 

that the proposed method outperforms the traditional LSTM method. 

In this study, we will try to predict the future values of Forex transaction data by using a more recent 

version of the long short-term memory network, known as the bidirectional LSTM (Bi-LSTM) method.  

In Bi-LSTM, the bidirectional structure of recurrent neural network (RNN) as proposed by Schuster and 

Paliwal [13] is employed. Moreover, we apply and compare several modes of the Bi-LSTM method to five 

major currency pairs in Forex data transactions, namely Australian Dollar/United States Dollar (AUD/USD), 

Euro/United States Dollar (EUR/USD), Great Britain Pound sterling/United States Dollar (GBP/USD), 

United States Dollar/Swiss Franc (USD/CHF), and United States Dollar/Japanese Yen (USD/JPY). In brief, 

some contributions that can be gained from this study are 1) a proposed simple three layers Bi-LSTM 

networks for Forex forecasting that could compete with other machine and deep learning approaches, 2) we 

compare and analyse the results of different merge modes available for Bi-LSTM networks, 3) we also 

compare and analyse the results between Bi-LSTM and conventional LSTM networks for Forex forecasting. 

Further description of Bi-LSTM as the main deep learning method employed here is given in the next 

section. The forecasting results of those five major currency pairs will be given and discussed next, followed 

by the Conclusion section at the end of this paper. 

 

 

2. METHOD 

In this section, first, we briefly describe the concept behind the conventional LSTM and Bi-LSTM 

methods. Next, three commonly used forecast error criteria and 𝑅2 score is explained as the performance 

metrics used in this study. The three forecast error criteria are root means square error (RMSE), the mean 

absolute error (MAE), and the mean absolute percentage error (MAPE). 

 

2.1.  LSTM and Bi-LSTM 

In the Deep Learning domain, one of the most popular methods applied in various fields, especially 

for solving regression tasks, is the LSTM networks. Yu et al. said LSTM is a special type of RNN that was 

proposed in 1997 by Hochreiter and Schmidhuber [14]. The main difference between RNN and feedforward 

neural networks (FNN) is the RNN’s ability to store past information by taking previous layers’ output as an 

input for the next layer in the networks [15]. However, because it only involves the output of the last layer in 

the networks, it cannot learn the long-term memory contained in the networks. Therefore, LSTM is 

introduced for solving the long-term dependency problem found in RNN.  

LSTM networks consist of self-connected cells that are used to store the networks’ temporal state by 

using a three gates mechanism. These connected cells contain the cell state that could maintain the global 

information of the networks [15]. Figure 1 shows a cell in LSTM with its three gates, i.e., the input gate, the 

output gate, and the forget gate [16]. 

The forget gate can be found first. It controls how much information from the previous cell’s hidden 

state can be forgotten by using a sigmoid function as defined by (1). Next, the input gate can be found, which 

is used to control how much new information will be stored in the current cell state. The same sigmoid and a 

new tanh function as defined by (2) will be combined together for the input gate. Lastly, the output gate can 

be found, which is used to find the new value as the output of the current cell by utilizing the sigmoid 

function. Some formal Mathematical expressions for all equations in an LSTM cell can be represented as (3) 

to (8) [17], [18].  
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𝜎(𝑥) =
1

1+𝑒−𝑥 (1) 

 

tanh(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥 (2) 

 

𝑓𝑡 = 𝜎(𝑊𝑓ℎ𝑡−1 + 𝑈𝑓𝑥𝑡 + 𝑏𝑓) (3) 

 

𝑖𝑡 = 𝜎(𝑊𝑖ℎ𝑡−1 + 𝑈𝑖𝑥𝑡 + 𝑏𝑖)  (4) 

 

𝐶̃𝑡 = tanh(𝑊𝐶ℎ𝑡−1 + 𝑈𝐶𝑥𝑡 + 𝑏𝐶)  (5) 

 

𝐶𝑡 = 𝑓𝑡  ⨀ 𝐶𝑡−1 + 𝑖𝑡  ⨀ 𝐶̃𝑡  (6) 

 

𝑜𝑡 = 𝜎(𝑊𝑜ℎ𝑡−1 + 𝑈𝑜𝑥𝑡 + 𝑏𝑜) (7) 

 

ℎ𝑡 = 𝑜𝑡  ⨀ tanh (𝐶𝑡)  (8) 

 

𝑓𝑡, 𝑖𝑡, 𝑜𝑡 are the forget, input, and output gates values. 𝐶𝑡 and 𝐶̃𝑡 are current and candidate cell state 

respectively. 𝑊𝑓 , 𝑊𝑖 , 𝑊𝐶 , 𝑊𝑜, 𝑈𝑓 , 𝑈𝑖 , 𝑈𝐶 , 𝑈𝑜 are the networks’ weights, while 𝑏𝑓 , 𝑏𝑖 , 𝑏𝐶 , 𝑏𝑜 are bias values. ℎ𝑡 

and ℎ𝑡−1 are current hidden and prior hidden state values. Lastly, 𝑥𝑡 is a new input value for the current cell. 

In this study, a more recent version of LSTM that employs the bidirectional structure of RNN is 

used. The method is popularly known as the Bi-LSTM networks. Rather than using one LSTM hidden layer, 

in Bi-LSTM, two hidden layers with similar output are used, but in inverse directions [19]. In the forward 

direction, Bi-LSTM networks will learn in increasing order of the input sequence, while in the backward 

direction, it will learn in decreasing order of the input sequence. When the networks have learned from both 

forward and backward LSTMs separately, their outputs then will be combined into one value by using any 

merge modes available for Bi-LSTM [20]. There are four different merge modes commonly used in the 

literature, namely addition, multiplication, concatenation, and average modes [21]. By using this approach, 

both the past and future information in the dataset can be preserved [22]. An illustration of LSTM versus Bi-

LSTM architectures is shown in Figure 2. 

 

 

  

  

Figure 1. Illustration of an LSTM cell Figure 2. LSTM versus Bi-LSTM architectures [23] 

 

 

2.2.  Performance metrics 

In the time series analysis domain, especially for predicting future time series data, there are several 

forecast error criteria popularly used in the literature. Here, we used three criteria, namely the RMSE, the 

MAE, and the MAPE. The degree of errors will be given in a unit value for RMSE and MAE, while for 

MAPE it will be given in a percentage value. All those three error criteria are represented in (9) to (11) where 

a smaller score implies better forecasting results for a particular forecasting method [24]–[26]. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑌𝑡 − 𝐹𝑡)2𝑛

𝑡=1  (9) 
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𝑀𝐴𝐸 =
1

𝑛
∑ |𝑌𝑡 − 𝐹𝑡|𝑛

𝑡=1  (10) 

 

𝑀𝐴𝑃𝐸 = (
1

𝑛
∑ |

𝑌𝑡−𝐹𝑡

𝑌𝑡
|𝑛

𝑡=1 ) × 100%  (11) 

 

Here, the total number of data is denoted as 𝑛, the real observed value is 𝑌𝑡, and the predicted value is 𝐹𝑡. 

Moreover, we also calculated the coefficient of determination, which is usually denoted as R-

squared (𝑅2) score. As an indication of goodness of fit, it shows how well new data samples can be predicted 

by the model compared to the explained variance. Commonly, 𝑅2 has values that are ranging from 0% to 

100%, where 0% means the response variable has no variability around its mean explained by the learned 

model and 100% means the response variable has all the variability around its mean [24]. However, it might 

be negative in practice since the learned model can be arbitrarily worse than a constant model. In (12) 

denotes the formal formulation for the 𝑅2 score [27].  

 

𝑅2 = 1 −
∑ (𝑌𝑡−𝐹𝑡)2𝑛

𝑡=1

∑ (𝑌𝑡−𝑌̅)2𝑛
𝑡=1

 (12) 

 

where 𝑌̅ =
1

𝑛
∑ 𝑌𝑡

𝑛
𝑡=1 . 

 

 

3. RESULTS AND DISCUSSION 

In this section, the data source, pre-processing, and model development phase are briefly explained. 

Next, we show the prediction results of all considered Forex currency pairs in this study. Lastly, we will 

explain the performance results and analysis of this study. 

 

3.1.  Data source, pre-processing, and model development 

In this study, our focus is to apply the Bi-LSTM Deep Learning method to five major currency pairs 

in Forex data transactions, namely the AUD/USD, EUR/USD, GBP/USD, USD/CHF, and USD/JPY. We 

collected the historical data of those five currency pairs from MetaTrader 5 desktop software. MetaTrader 5 

is one of the largest trading platforms for Forex and Exchange markets. It is developed by MetaQuotes, a 

leading developer of software applications for financial markets [28]. We downloaded the last ten years of 

historical data starting from 3 January 2011 to 25 June 2021. Although there are several features available in 

the downloaded data, we only consider the ‘Close’ value of each dataset. Moreover, missing values in the 

dataset (if any) are handled by using simple imputation technique (replace the missing values with their last 

records). Except for USD/CHF with a total of 2,720 data points found, there are 2,721 data points for each 

other currency pair without any missing values found, which were further split into training (80%) and test 

(20%) sets. Therefore, there are 2,176 data points included in the training set (2,175 for USD/CHF) and 545 

data points in the test set for each dataset. Figure 3 shows the overall process conducted in this study. 

Although many argue that a more complex (deeper) network’s architecture allows for a more precise 

network that could discover complex patterns in a dataset [29], we argue that with proper parameters’ setting 

and simple network’s architecture, we can achieve similar results with those that applied more complex 

networks, especially in time series analysis domain. Therefore, in building the model, we proposed simple 

three layers Bi-LSTM networks that consist of a Bi-LSTM layer with 100 neurons, a dropout layer which 

will drop 10% of processed information to prevent overfitting, and a Dense layer with one neuron to 

represent the networks’ output. mean square error (MSE) and Adam optimizer were also incorporated to 

compile the networks. The model was trained for 20 epochs with 32 batch sizes each.  

 

3.2.  Forecasting results 

After all those five Forex currency pairs were pre-processed, we used the proposed Bi-LSTM 

networks to train and build the best model for each currency pair. Moreover, there are four merge modes of 

Bi-LSTM networks that will be used in the training process, i.e., addition (sum), multiplication (mul), 

concatenation (concat), and average (ave). Another deep model development for LSTM networks was also 

trained in a similar fashion. The learned models then were tested on the test set of each currency pair. The 

forecasted results for each Forex currency pair are shown in Figure 4 to Figure 8 consecutively. The blue line 

depicts the actual closing prices of the Forex transaction data, while the red line depicts the forecasted closing 

prices. 
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Figure 3. Overall research process 

 

 

  

  

  

  

 

 

Figure 4. AUD/USD forecasting results for each model and its associating loss function plot 

 

 

3.3.  Performance results 

In the performance analysis phase of the forecasting results for all Forex currency pairs and models 

learned, we used RMSE, MAE, and MAPE criteria. All of them are commonly used prediction error criteria 

where the model with a smaller value is better than the model with a larger value. The RMSE, MAE, and 

MAPE values for each Forex currency pair are displayed in Table 1.  
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Figure 5. EUR/USD forecasting results for each model and its associating loss function plot 

 

 

Table 1. Performance results of each currency pair with different merge modes in Bi-LSTM networks and 

LSTM networks 

Currency pair LSTM 
Bi-LSTM 

Addition Multiplication Concatenation Average 

RMSE 

AUD/USD 0.02751067 0.00778919 0.03736315 0.00808630 0.00750842 

EUR/USD 0.01425064 0.00805622 0.02037095 0.00938734 0.01058800 
GBP/USD 0.03482888 0.01259609 0.01649531 0.01227448 0.01190310 

USD/CHF 0.01599664 0.00796400 0.00750871 0.00809526 0.01143997 

USD/JPY 1.11294160 1.27753880 0.88981270 1.49643250 1.08920100 
Average 0.24110568 0.26278886 0.19431016 0.30685517 0.22612810 

MAE 

AUD/USD 0.02372061 0.00583180 0.02934104 0.00612274 0.00556377 
EUR/USD 0.01142576 0.00629857 0.01802870 0.00742394 0.00863025 

GBP/USD 0.02817570 0.00874773 0.01184306 0.00841569 0.00824152 

USD/CHF 0.01299167 0.00632688 0.00591476 0.00645287 0.00991210 
USD/JPY 0.80173770 1.11262920 0.63021020 1.34369650 0.90701800 

Average 0.17561029 0.22796684 0.13906755 0.27442235 0.18787313 

MAPE 
AUD/USD 3.469731% 0.834453% 4.365431% 0.875546% 0.797978% 

EUR/USD 1.012452% 0.553618% 1.598428% 0.656146% 0.762623% 

GBP/USD 2.225188% 0.680627% 0.932230% 0.656030% 0.641959% 
USD/CHF 1.405504% 0.677889% 0.630488% 0.690669% 1.061097% 

USD/JPY 0.745092% 1.040946% 0.587187% 1.257148% 0.849830% 

Average 1.771593% 0.757506% 1.622753% 0.827108% 0.822697% 
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As can be seen from Table 1, among four different merge modes tested for Bi-LSTM networks, the 

multiplication mode got the smallest RMSE and MAE values on average, while the addition mode got the 

smallest MAPE value on the average. In particular, based on the prediction error criteria, the addition mode is 

preferred for EUR/USD, the multiplication mode is preferred for USD/CHF and USD/JPY, and the average 

mode is preferred for AUD/USD and GBP/USD currency pairs. Meanwhile, the concatenation mode as the 

default merge mode used in the Bi-LSTM is actually the less preferred mode than other available merge 

modes for Bi-LSTM networks. It got the highest RMSE and MAE values on average, while for MAPE value 

the highest score is obtained by the conventional LSTM networks. 

 

 

  

  

  

  

  
  

Figure 6. GBP/USD forecasting results for each 

model and its associating loss function plot 

Figure 7. USD/CHF forecasting results for each 

model and its associating loss function plot 
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Figure 8. USD/JPY forecasting results for each model and its associating loss function plot 

 

 

Furthermore, Table 2 shows the R-squared (𝑅2) score for each Forex currency pair with different 

merge modes in Bi-LSTM networks and LSTM networks. 𝑅2 or Coefficient of Determination is widely used 

to estimate the prediction accuracy (performance) in regression tasks [30]. Similar to the previous results, 

based on the 𝑅2 score, we found that the addition mode is preferred for EUR/USD, the multiplication mode is 

preferred for USD/CHF and USD/JPY, and the average mode is preferred for AUD/USD and GBP/USD 

currency pairs. However, since the average mode got the highest 𝑅2 score of all considered Forex currency 

pairs on the average, it is the preferred mode among other Bi-LSTM merge modes to be used in Forex 

forecasting. The conventional LSTM itself got the lowest 𝑅2 score of 73.885% among other approaches in 

this study, hence it is the less preferred method to be used.  

 

 

Table 2. 𝑅2 score of each currency pair on the test set 

Currency pair LSTM 
Bi-LSTM 

Addition Multiplication Concatenation Average 

R-squared 

AUD/USD 63.424770% 97.067967% 32.536056% 96.840022% 97.275528% 
EUR/USD 90.639397% 97.008437% 80.872524% 95.938187% 94.832709% 

GBP/USD 65.997989% 95.552693% 92.373122% 95.776894% 96.028576% 

USD/CHF 81.493154% 95.412905% 95.922391% 95.260458% 90.534907% 
USD/JPY 67.868403% 57.661473% 79.460741% 41.909943% 69.224609% 

Average 73.884743% 88.540695% 76.232967% 85.145101% 89.579266% 

 

 

Lastly, we also recorded the computation time for model development of each method during the 

training phase. Table 3 shows the recorded computation time. As can be seen from the results, the 
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conventional LSTM method needs a shorter training time for model development than all other Bi-LSTM 

approaches. This finding can be understood because, unlike the LSTM method where the network is 

traversed once, Bi-LSTM propagates the network twice in both forward and backward directions.  

Our study confirms the finding of another study by Siami-Namini et al. [31], where the Bi-LSTM 

excels the conventional LSTM in forecasting financial time series data. Although there is a trade-off between 

computation time and prediction performance of LSTM versus Bi-LSTM approaches, the differences in 

computation time are not significant. Moreover, the proposed three layers Bi-LSTM networks could achieve 

similar prediction performance results compared to other machine learning and deep learning methods that 

used deeper network’s architecture, as reported in Aryal et al. [32] who used LSTM, convolutional neural 

networks (CNN), and temporal convolution networks (TCN); Qi et al. [33] who used RNN, LSTM, Bi-

LSTM, and gated recurrent unit (GRU); and Dautel et al. [34] who employed FNN, RNN, LSTM, and GRU. 

Moreover, we could also try to compare the prediction results from this study with other Machine and Deep 

Learning methods commonly used in the literature, such as naïve Bayes [35], GRU [36], and Random Forest 

Regressor [37], a popular tree-based algorithm. 

 

 

Table 3. Computation time during model development 

Currency pair LSTM 
Bi-LSTM 

Addition Multiplication Concatenation Average 

Training Time (seconds) 
AUD/USD 12.052388 19.268188 17.830289 17.756003 19.334207 

EUR/USD 15.975887 19.946968 23.977128 20.143736 21.638367 

GBP/USD 14.695210 28.014959 26.256105 24.679351 25.149869 
USD/CHF 15.543050 25.277671 28.777432 25.630180 26.636279 

USD/JPY 17.801251 21.298236 30.806167 29.044963 28.751902 

Average 15.213557 22.761204 25.529424 23.450847 24.302125 

 

 

4. CONCLUSION 

In this study, we tried to predict the future values of five major Forex currency pairs, namely 

AUD/USD, EUR/USD, GBP/USD, USD/CHF, and USD/JPY, by using a well-known Deep Learning 

method, the Bi-LSTM method. Here, we proposed simple three layers of Bi-LSTM networks, which were 

further tested on four different merge modes available for the networks. Another test and comparison with 

the conventional LSTM network which has the same architecture were also conducted. Among available Bi-

LSTM merge modes, we found that the default merge mode (concatenation) is actually the less preferred 

mode used for Forex forecasting. Specifically, based on all performance metrics used in this study (RMSE, 

MAE, MAPE, 𝑅2), Bi-LSTM addition mode is most preferred for EUR/USD, Bi-LSTM multiplication mode 

is most preferred for USD/CHF and USD/JPY, and Bi-LSTM average mode is most preferred for AUD/USD 

and GBP/USD. It was also confirmed from the experimental results that the conventional LSTM could learn 

and build the model in a shorter time than the Bi-LSTM approaches. However, in general, its prediction 

performance is still inferior to Bi-LSTM. To get a better result, specific experiments on each currency pair 

should be conducted. Another study on the effect of different activation functions used in the model 

development could also be taken in the future. 
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