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 Virtual learning environment is becoming an increasingly popular study 

option for students from diverse cultural and socioeconomic backgrounds 

around the world. Although this learning environment is quite adaptable, 

improving student performance is difficult due to the online-only learning 

method. Therefore, it is essential to investigate students' participation and 

performance in virtual learning in order to improve their performance. Using 

a publicly available Open University learning analytics dataset, this study 

examines a variety of machine learning-based prediction algorithms to 

determine the best method for predicting students' academic success, hence 

providing additional alternatives for enhancing their academic achievement. 

Support vector machine, random forest, Nave Bayes, logical regression, and 

decision trees are employed for the purpose of prediction using machine 

learning methods. It is noticed that the random forest and logistic regression 

approach predict student performance with the highest average accuracy 

values compared to the alternatives. In a number of instances, the support 

vector machine has been seen to outperform the other methods.  
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1. INTRODUCTION 

The emergence of more and more online and open courses in various countries has shown a significant 

impact on the progress of the development of distance education. This enables multiple course delivery formats 

to be developed by higher education institutions and organizations. Researchers are interested in analyzing 

student activity patterns in taking online courses because of the growing number of higher education 

institutions that use distance learning with the use of a virtual learning environment (VLE) such as massive 

online open courses (MOOCs). Large datasets from VLEs may be evaluated and utilized to provide 

recommendations for enhancing the online learning experience. 

Learning analytics' major goal is to extract students' study patterns in order to improve the quality of 

learning and instruction. Learning analysis data not only provides instructional references for instructors to 

improve the quality of their teaching but also ideas for instructors to assist students in changing their learning 

practices. The success of students taking online courses is one of the indicators of the success of higher 

education. 

The advancement of machine learning (ML), which is now widely utilized to tackle data problems, is 

causing ML research to expand [1]–[3]. In order to increase model performance, ML algorithm capabilities are 

constantly upgraded [4]–[6]. Several high-performance classification algorithms, such as support vector 

machine (SVM), random forest (RF), Nave Bayes (NB), logistic regression (LR), and decision trees (DT), have 

https://creativecommons.org/licenses/by-sa/4.0/
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been investigated in the literature and will be utilized to develop prediction models in the Open University 

learning analytics dataset to solve VLE data challenges (OULAD). OULAD is a database that contains 

information on courses, students, and their interactions with the virtual learning environment (VLE), which 

currently has 32,593 registered students [7]. Preprocessing will be performed on the OULAD dataset before it 

is separated into training and testing data. A confusion matrix will be used to measure and evaluate each model 

of the ML algorithm. Grid search and random search procedures are used to find model hyperparameters. The 

measurement model's outputs will be compared to assess how well it can classify VLE data.  

 

 

2. METHOD 

ML approaches have been applied in this research [8] to investigate student participation in various 

VLE activities. Both domain and category educational qualities were covered by the strategies chosen.  

Figure 1 depicts the essential stages involved in the current research. The dataset, preprocessing approaches, 

and machine learning algorithms used in this work are all described in this section.  

 

 

 
 

Figure 1. Research methodology 

 

 

2.1.  Exploratory data analysis (EDA) 

The dataset OULAD comprises information on the courses, students, and their interactions with the 

virtual learning environment (VLE). Presentations are the term for class meetings. Course presentations begin 

in February and October, and are designated by the letters "B" and "J". In the OULAD data, each course is 

referred to as a module. The module includes two main disciplines: social sciences and science, technology, 

engineering and mathematics (STEM). The course module codes found in the OULAD data are the AAA 

module codes, BBB module codes, and GGG module codes for the social sciences and the CCC, DDD, EEE, 

and FFF Module Codes for the STEM sciences. The full class meeting module are identified by the course 

module codes BBB, DDD, and FFF. As displayed in Table 1. Therefore, the study is restricted to these three 

courses since they represent the highest number of students across the longest period of time.  

 

 

Table 1. Course domain 
Module Domain Students Presentations 

AAA Social Sciences 748 2 

BBB Social Sciences 7,909 4 

CCC STEM 4,434 2 
DDD STEM 6,272 4 

EEE STEM 2,934 3 

FFF STEM 7,762 4 
GGG Social Sciences 2,534 3 

 

 

There are no final exam results in the dataset, and there is no test date for BBB and FFF courses. 

Based on the following citation in the official documentation for the OULAD dataset, it is believed that the 

final test will take place on the last day of the course presentation. Only three variables were considered in 

order to avoid adding excessive complexity to the model. The first is the number of times per day that students 

click the VLE. The second factor is the number of assessments that students submit each day. The third is that 

the average value of student assessments is updated every day. To account for structural differences between 
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course presentations, such as varying durations and test structures, the three variables are rescaled to fall 

between 0 and 1 for each course presentation independently. 

The first characteristic, as previously indicated, is the number of times students click something in the 

VLE every day. Because the Open University's learning is mainly done online, the daily number of clicks is 

seen to be a good proxy for student effort. The second feature is the number of assignments students submit on 

a given day. The number of assignments a student submits and the date on which they are completed may have 

an impact on their overall grade. The third and final feature is the student assignment average. Student 

assignment scores are updated on a daily basis and are computed as the average of all the tasks students have 

submitted so far in the course. In addition to the attributes stated, the dataset holds information about each 

student's final course outcomes. Students are classified as failing the course, passing it, passing it with an 

excellent predicate, or withdrawing from it. This research focuses on binary target variables with the labels 

"pass" and "fail" as the two class labels. Intuitively, a target variable with two labels will provide more accurate 

forecasts than one with three labels.  

 

2.2.  ML classification algorithm 

The goal of machine learning is to create a learning tool that can acquire knowledge on its own, 

without the help of people. Predicting the class of the provided data is the process of classification. Several 

machine-learning techniques were used to build the classification model, and the results were compared. We 

surveyed a number of articles that used ML methods including support vector machine, random forest, Naive 

Bayes, logistic regression, and decision tree to predict student performance as seen in Table 2.  

 

 

Table 2. Literature survey 
No Algorithm References 

1 Support Vector Machine (SVM) [9]–[16] 
2 Random Forest (RF) [17]–[22] 

3 Naive Bayes (NB) [23]–[25] 

4 Logistic Regression (LR) [26], [27] 
5 Decision Tree (DT) [28]–[33] 

 

 

2.2.1. Support vector machine (SVM) 

SVM is a supervised technique for solving classification issues [11]. SVM may be applied to both 

linear and nonlinear models. The goal of this approach is to discover a hyperplane in an N-dimensional space 

that clusters the data points sympathetically [13]. There are numerous different hyperplanes that may be used 

to split data points into classes. According to studies [9] that have used SVM to model student academic 

performance, the greatest accuracy attained by SVM employing a linear kernel is 73.68%. Using a radial basis 

kernel, SVM was able to predict academic achievement with 90% accuracy [12]. When compared to ten 

category machine learning algorithms, linear support vector machines outperformed them 90% of the time in 

predicting student performance [10].  

 

2.2.2. Random forest (RF) 

RF is a basic yet adaptable ML algorithm that gives excellent results in the vast majority of cases and 

is widely used in a variety of problem statements due to its ease of usage and ability to conduct both 

classification and regression [22]. Forest is a collection of Decision Trees that are generally taught using the 

"bagging" approach, which combines several learning methods to improve accuracy. The results show that the 

improvised random forest outperforms the other classifiers, predicting students' academic success with a 93% 

accuracy rate [17]. The results show that RF can accurately classify numerous courses based on a variety of 

differentiating characteristics and predict student performance with a 96.88 accuracy [19]. The accuracy of the 

approach for predicting student achievement based on random forest classification was 81% [20].  

 

2.2.3. Naive Bayes (NB) 

A Naive Bayes classifier is a quantifiable clear classifier based on Bayes' theorem with a strong 

independent assumption [25]. Nave Bayes' probability distribution contributed challenging classification 

efficiency to statistics. Discreteness, on the other hand, has a high level of accuracy after its individual features 

of it have been gathered. Due to its ability to deal with large data sets and ease of implementation, this form of 

classifier has gained a lot of traction in recent years. The results suggest that Naive Bayes may be used to 

predict students' academic achievement early in the first year with a 72.46% accuracy [24]. The results 

demonstrate that by employing the Nave Bayes method, students' performance accuracy is above 90%, which 

is quite high [23]. 

2.2.4. Logistic regression (LR) 
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LR is one of the most well-known algorithms, LR is mostly used to tackle classification issues. The 

logistic or sigmoid function is the source of its name. It's a curve that transfers a real-valued number to a 

number between 0 and 1. Binomial, multinomial, and ordinal logistic regression are the three types of logistic 

regression. The experiment indicated an accuracy of 85.71% in predicting educationists' success using a 

regression model [26]. Early detection of at-risk students using iterative logistics regression yielded findings 

with a 98% accuracy rate [27].  

 

2.2.5. Decision trees (DT) 

Decision trees are widely used to gather information for the purpose of making decisions. The end 

result is a tree-like structure that decides on a condition at each level, with the preceding level's decision 

determining the next course of action [28]. Algorithms reduced error pruning tree (REPTree) is a decision tree 

method whose initial concept was from enhancing the C45 algorithm by extending the pruning phase, so that 

the rules formed are more minimal and useful. A 91.9% accuracy rate in predicting student achievement was 

achieved by the REPTree method used in the study [30]. All mining models exhibited a predictive probability 

of 70.25% to 95.1% in predicting student behaviors and performance in online learning experiments, 

demonstrating that all mining models were very reliable and accurate [31]. The J48 outperformed REPTree 

and random tree in forecasting students' success with a decent accuracy of 69.3% [32]. Based on the receiver 

operating characteristics (ROC) curve, the decision tree model predicted 85.31% accuracy for Pass, 79.41% 

accuracy for conditional, and 91.67% accuracy for Failed [33].  

 

2.3.  Performance evaluation of the model 

A confusion matrix, classification accuracy (CA), precision, recall, and f-score (F1), were used to 

assess the model's performance [6]. The confusion matrix depicts the present state of the dataset as well as the 

number of accurate and wrong model predictions. Accuracy is an important and intuitive metric as it measures 

the proportion of correct predictions to the total number of predictions. Precision is the ratio of positive correct 

predictions compared to the overall positive predicted results. The recall is the ratio of true positive predictions 

compared to the total number of true positive data. F-score (F1) is a weighted comparison of the average 

precision and recall. Formally,  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+∑ 𝑇𝑟𝑢𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

∑ 𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 (1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+ ∑ 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 (2) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =  
∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

∑ 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+ ∑ 𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (3) 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
∑ 𝑅𝑒𝑐𝑎𝑙𝑙∗ ∑ 𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛

∑ 𝑅𝑒𝑐𝑎𝑙𝑙+∑ 𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛
 (4) 

 

Positives denote students who really fail, whereas negatives denote students who actually pass, while 

true denotes a valid prediction and false denotes an incorrect forecast. Table 3 illustrates the confusion matrix 

associated with various combinations of actual and predicted.  

 

 

Table 3. The confusion matrix 
  Predicted 

 Positive (1) Negative (0) 

Actual Positive (1)  TP FP 
 Negative (0)  FN TN 

 

 

3. RESULTS AND DISCUSSION 

A model must be evaluated in order to create machine learning software that is effective. Evaluation 

criteria are used to explain model output, which frequently helps to distinguish between different model results. 

The study employed a confusion matrix along with the four evaluation metrics accuracy score, precision score, 

recall score, and F1-score, which are the most used evaluation metrics for machine learning models. This part 

will assess the results of the constructed model on a course-by-course basis, led by the two research questions 

that were defined,  

− How well can the ML methods predict student performance n the virtual learning environment (VLE)?  
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− Which five ML algorithms (SVM, RF, NB, LR, and DT) have the best performance in predicting student 

performance in the virtual learning environment (VLE)? 

To assess the SVM, RF, NB, LR, and DT algorithm models, the BBB, DDD, and FFF confluence 

module codes were chosen, due to the fact that the BBB, DDD, and FFF module codes have the most classroom 

sessions. The length of each course varies, so the course data is divided into ten deciles. A parameter grid 

search with cross-validation is used to determine parameter settings. The cross-entropy and Gini index are used 

to establish parameters in DT and RF algorithms [34]. In addition, the SVM algorithm uses a linear kernel or 

a radial basis function [35]. The final setting of these parameters is determined by their performance on the 

training set as measured by 5-fold cross-validation. Table 4 displays the data for training and testing the models.  

 

 

Table 4. Total training and testing data 
Training data Total data Testing data Total data 

BBB data course 3,858 BBB data course 1,520 
DDD data course 2,830 DDD data course 1,149 

FFF data course 3,818 FFF data course 1,503 

 

 

3.1.  Model performance 

This work analyzes and presents the accuracy and recall values of the SVM, RF, NB, LR, and DT 

algorithms based on the outcomes of model training and testing. Table 5 shows the results of utilizing the SVM, 

RF, NB, LR, and DT algorithms to measure accuracy and recall for the BBB course. The LR algorithm model 

has almost the best average accuracy; however, the SVM algorithm outperforms the LR, RF, NB, and DT 

algorithms only in decile 1 testing namely 64%.  

 

 

Table 5. Course BBB model performance 
 Accuracy Recall 

Decile SVM RF NB LR DT SVM RF NB LR DT 

0 0.75 0.75 0.24 0.75 0.73 0.00 1.00 1.00 0.00 0.04 

1 0.64 0.56 0.26 0.56 0.55 0.41 0.57 0.99 0.52 0.54 

2 0.59 0.56 0.26 0.60 0.54 0.49 0.58 0.99 0.47 0.52 

3 0.57 0.54 0.25 0.59 0.57 0.49 0.53 0.99 0.48 0.50 
4 0.56 0.56 0.39 0.59 0.55 0.78 0.50 0.96 0.68 0.73 

5 0.62 0.61 0.50 0.63 0.61 0.71 0.58 0.88 0.71 0.71 

6 0.65 0.61 0.58 0.84 0.49 0.78 0.58 0.79 0.67 0.89 
7 0.64 0.64 0.61 0.80 0.70 0.79 0.60 0.80 0.77 0.77 

8 0.70 0.68 0.63 0.91 0.68 0.82 0.63 0.83 0.70 0.83 

9 0.70 0.69 0.65 0.92 0.62 0.83 0.64 0.83 0.70 0.85 
10 0.67 0.72 0.66 0.92 0.62 0.84 0.69 0.84 0.70 0.86 

 

 

The accuracy and recall performance curves for the BBB course model are shown in Figure 2. For 

deciles 8, 9, and 10, Algorithm LR has a 91% and 92% accuracy rate, respectivel. When compared to other 

algorithms, this BBB course's LR Algorithm's accuracy is far superior. 

 

 

  
 

Figure 2. The performance curve of the BBB course model 

0

0.2

0.4

0.6

0.8

1

0 5 10 15

A
cc
u
ra
cy

Decile

SVM RF NB LR DT

0.00

0.50

1.00

1.50

0 5 10 15

R
e
ca
ll

Decile

SVM RF NB LR DT



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 12, No. 4, December 2023: 1677-1686 

1682 

The accuracy and recall for the DDD course were measured using the SVM, RF, NB, LR, and DT 

algorithms, as shown in Table 6. The RF algorithm model has almost the best average accuracy, while the LR 

algorithm delivers superior accuracy in decile 5, decile 6, and decile 7 tests, namely 82%, 83%, and 84%, 

respectively, when compared to SVM, RF, NB, and DT. The RF model almost has the best average value for 

recall value. 
 

 

Table 6. Course DDD model performance 
 Accuracy Recall 

Decile SVM RF NB LR DT SVM RF NB LR DT 

0 0.68 0.71 0.31 0.70 0.60 0.44 0.89 1.00 0.25 0.47 

1 0.74 0.74 0.31 0.74 0.72 0.24 0.92 1.00 0.33 0.33 
2 0.75 0.76 0.38 0.75 0.70 0.32 0.96 0.99 0.32 0.44 

3 0.76 0.80 0.48 0.76 0.75 0.28 0.97 0.95 0.30 0.49 

4 0.78 0.79 0.74 0.79 0.64 0.38 0.92 0.70 0.52 0.61 
5 0.81 0.80 0.79 0.82 0.69 0.46 0.95 0.63 0.58 0.57 

6 0.81 0.81 0.80 0.83 0.67 0.44 0.96 0.61 0.50 0.68 

7 0.82 0.83 0.82 0.84 0.82 0.47 0.98 0.61 0.60 0.49 
8 0.82 0.84 0.82 0.80 0.81 0.48 0.98 0.58 0.39 0.58 

9 0.84 0.85 0.82 0.84 0.82 0.55 0.96 0.57 0.56 0.63 

10 0.87 0.88 0.83 0.86 0.81 0.63 0.94 0.64 0.64 0.79 

 

 

The accuracy and recall performance curves for the DDD course model are shown in Figure 3. The 

RF algorithm's accuracy and recall in this DDD course are, on the whole, far superior to those of the others. At 

the 10th decile, the RF algorithm yields a maximum accuracy of 88%.  
 

 

  
 

Figure 3. The performance curve of the DDD course model 
 

 

The results of accuracy and recall measures for the FFF course utilizing the SVM, RF, NB, LR, and 

DT algorithms can be shown in Table 7. The RF algorithm model has almost the best average accuracy; in the 

8-decile test, the SVM algorithm outperforms the LR, RF, NB, and DT algorithms, with an accuracy of 87%. 

SVM has a 75% accuracy in the 0 decile test, but its recall is still low when compared to RF and NB. 
 

 

Table 7. Course FFF model performance 
 Accuracy Recall 

Decile SVM RF NB LR DT SVM RF NB LR DT 

0 0.75 0.74 0.34 0.75 0.66 0.09 0.92 0.93 0.07 0.42 

1 0.75 0.75 0.45 0.73 0.68 0.46 0.85 0.88 0.53 0.52 
2 0.78 0.79 0.67 0.79 0.70 0.58 0.87 0.74 0.55 0.60 

3 0.81 0.83 0.77 0.81 0.81 0.57 0.93 0.67 0.59 0.58 
4 0.83 0.85 0.78 0.84 0.80 0.67 0.94 0.65 0.61 0.60 

5 0.86 0.87 0.80 0.85 0.83 0.65 0.95 0.66 0.65 0.65 

6 0.87 0.89 0.83 0.86 0.84 0.73 0.95 0.70 0.74 0.72 
7 0.88 0.89 0.83 0.87 0.85 0.75 0.95 0.71 0.78 0.69 

8 0.87 0.84 0.83 0.85 0.79 0.80 0.85 0.72 0.83 0.76 

9 0.89 0.90 0.85 0.87 0.87 0.81 0.93 0.75 0.86 0.84 

10 0.91 0.91 0.88 0.88 0.86 0.84 0.94 0.76 0.88 0.87 
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The accuracy and recall performance curves for the FFF course model are shown in Figure 4. The RF 

algorithm yields the maximum accuracy, with 9th and 10th decile values of 90% and 91% respectively. When 

compared to other algorithms, the RF algorithm produces accuracy and recall numbers that are nearly 

universally superior. 

 

 

  
 

Figure 4. The performance curve of the FFF course model 

 

 

Based on the comparison of the SVM, RF, NB, LR, and DT performance measures of the ML method 

in the BBB course, the LR model was found to be the best. For the 8th, 9th, and 10th deciles, the LR algorithm 

achieves accuracy rates of 91% and 92%. The results of the LR test between actual conditions, prediction 

results, and accuracy are shown in Table 8. 

 

 

Table 8. Best ML algorithm model on BBB course 
ML Algorithms Course BBB  Predicted Accuracy 

 Decile 0  Fail Pass 
Logistic Regression (LR) Actual Fail 0 369 75% 

Pass 0 1152 

Decile 1  Fail Pass  
Actual Fail 192 177 56% 

Pass 482 670 

Decile 2  Fail Pass  
Actual Fail 172 197 60% 

Pass 403 749 

Decile 3  Fail Pass  
Actual Fail 178 191 59% 

Pass 431 721 

Decile 4  Fail Pass  
Actual Fail 251 118 59% 

Pass 496 656 

Decile 5  Fail Pass  

Actual Fail 262 107 63% 

Pass 443 709 

Decile 6  Fail Pass  
Actual Fail 247 122 84% 

Pass 121 1031 

Decile 7  Fail Pass  
Actual Fail 283 86 80% 

Pass 207 945 

Decile 8  Fail Pass  
Actual Fail 260 109 91% 

Pass 20 1132 

Decile 9  Fail Pass  
Actual Fail 260 109 92% 

Pass 10 1142 

Decile 10  Fail Pass  
Actual Fail 260 109 92% 

Pass 11 1141 
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While the findings of the DDD course's comparison of the performance assessment of the ML method, 

namely SVM, RF, NB, LR, and DT, show that the RF model is the best. A maximum accuracy of 88% is 

attained by the RF algorithm at the 10th decile. The results of the RF test between actual conditions, prediction 

results, and accuracy are shown in Table 9.  

The best model chosen in the FFF course is the RF model, based on the comparative findings of the 

performance assessment of the ML method, namely SVM, RF, NB, LR, and DT. The RF algorithm yields the 

highest accuracy, with 9th and 10th decile values of 90% and 91%, respectively. The results of the RF test 

between actual conditions, prediction results, and accuracy are shown in Table 10.  

 

 

Table 9. Best ML algorithm model on DDD course Table 10. Best ML algorithm model on FFF course 
ML 

Algorithms 

Course 

DDD 

 Predicted Accuracy 

 Decile 0  Fail Pass 

Random 

Forest (RF) 

 

Actual Fail 707 85 71% 

Pass 246 112 

Decile 1  Fail Pass  
Actual Fail 732 60 74% 

Pass 229 129 

Decile 2  Fail Pass  
Actual Fail 757 35 76% 

Pass 238 120 

Decile 3  Fail Pass  
Actual Fail 767 25 80% 

Pass 205 153 

Decile 4  Fail Pass  
Actual Fail 729 63 79% 

Pass 178 180 

Decile 5  Fail Pass  
Actual Fail 756 36 80% 

Pass 188 170 

Decile 6  Fail Pass  
Actual Fail 763 29 81% 

Pass 187 171 

Decile 7  Fail Pass  
Actual Fail 777 15 83% 

Pass 180 178 

Decile 8  Fail Pass  
Actual Fail 779 13 84% 

Pass 171 187 

Decile 9  Fail Pass  
Actual Fail   85% 

Pass   

Decile 10  Fail Pass  
Actual Fail   88% 

Pass   
 

ML 

Algorithms 

Course 

FFF 

 Predicted Accuracy 

 Decile 0  Fail Pass 

Random 

Forest (RF) 

 

Actual Fail 1025 92 74% 

Pass 297 90 

Decile 1  Fail Pass  
Actual Fail 947 170 75% 

Pass 198 189 

Decile 2  Fail Pass  
Actual Fail 972 145 79% 

Pass 169 218 

Decile 3  Fail Pass  
Actual Fail 1036 81 83% 

Pass 162 225 

Decile 4  Fail Pass  
Actual Fail 1048 69 85% 

Pass 145 242 

Decile 5  Fail Pass  
Actual Fail 1066 51 87% 

Pass 135 252 

Decile 6  Fail Pass  
Actual Fail 1065 52 89% 

Pass 112 275 

Decile 7  Fail Pass  
Actual Fail 1064 53 89% 

Pass 105 282 

Decile 8  Fail Pass  
Actual Fail 948 169 84% 

Pass 66 321 

Decile 9  Fail Pass  
Actual Fail 1034 83 90% 

Pass 60 327 

Decile 
10 

 Fail Pass  

Actual Fail 1052 65 91% 

Pass 57 330 
 

 

 

4. CONCLUSION 

In conclusion, the purpose of this article was to carry out and report the results of a comparative study 

on the performance of several machine learning-based algorithms in terms of making predictions. Training and 

testing operations have been carried out by making use of the publicly available OULAD dataset in order to 

evaluate and observe the performance of each of the prediction algorithms that are being considered. It has 

been discovered that certain algorithms that are based on machine learning perform better than the other 

algorithms in a number of different scenarios. According to the findings, the methods of logistic regression and 

random forest have the highest average accuracy achievement when compared to the other approaches. It has 

been discovered that the support vector machine method performs superiorly to the other options in certain 

specific instances.  
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