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 Brain-computer interface (BCI) usually uses Electroencephalogram (EEG) 

signals as an intermediate device to drive external devices directly from the 

brain. The development of BCI capabilities is carried out by involving 

multivariable EEG signals as movement commands. EEG signals are 

recorded using multi-channel, enriching information if it uses the suitable 

method and architecture. This research proposed a two-dimensional 

convolutional neural networks (CNN) method to recognize multi-channel 

EEG signals. The vertical dimension is the channel, while the horizontal is 

the signal sequence. Hence, the signal is connected with the information 

time series of the same channel and between channels simultaneously. BCI 

was arranged with multivariable signals, specifically motor imagery and 

emotion. Both variables have different characteristics, and the information is 

from different channels. Therefore, it needs multiple CNNs to recognize the 

two variables in the EEG signal. The experiment showed that the accuracy 

of multiple 2D-CNN increased to 94.62% compared to 85.44% of single 2D 

CNN. Multiple 2D-CNN gave accuracy from 82.04% to 94.62% more than 

multiple 1D-CNN. 2D-CNN makes the channel extraction perfect into 

vectors to maintain the signal sequence. Signal extraction is essential, so the 

used Wavelet filter upgraded accuracy from 73.75% to 94.62%.  
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1. INTRODUCTION 

Brain-computer interface (BCI) is a computer and machine interaction technology that allows 

moving external devices through brain commands without involving gestures, muscles, and voice. BCI is a 

way to communicate human brain and computers directly. Technology development can help someone with a 

physical disability drive an external device. BCI has gained more application challenges [1], so it has given 

attention and recognition in medical rehabilitation to help post-stroke patients [2], wheelchairs [3], and 

neuromuscular defects [4]. BCI was developed as a prosthetic hand in the rehabilitation process for stroke 

survivors [5]. This technology is also used for practicality or entertainment, such as games [6], movement 

imaging of games [7], real-time robots [8], education [9], military, and other applications [10]. BCI works by 

receiving brain command input, which intermediate appliances capture to drive external devices. An 

electroencephalogram (EEG) signal is often used as intermediate translate brain command to control an 

external device. BCI actions often use EEG signals due to their high time resolution, relative convenience, 

low cost, and effectiveness compared to other methods [11]. 

Commands executed by BCI involve more variables captured from the EEG signal. BCI can be driven 

by conscious command through imagined and is called motor imagery (MI). Previous research used motor 
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imagery to identify hand movements, imagination [12], control mouse [13], and external devices such as 

wheelchairs [14]. Brain motor imagery includes, among others, such as arithmetic, imagination, movement, and 

singing [15]. There are steady-state visually evoked potentials (SSVEP), and P300 evoked potentials. MI is 

actively so can control the equipment as they imagine. While SSVEP and P300, although the high-speed 

transmission speed, need additional equipment, which is less convenient in implementing BCI [16]. 

Emotion identification was a coupling connection [17], so it can drive BCI [18]. There are 

exogenous and endogenous BCI variables. Exogenous machines need to use external conditions for brain 

stimulation to produce a specific response, such as steady-state visual evoking or SSVEP [19]. Emotion 

includes an exogenous part of the neuropsychological in BCI development [20]. Endogenous is such as motor 

imagery with imagining something as a command. Emotion and physiological states are related to feelings 

[21] and are essential for daily interactions and physical motor activities [22]. Alpha and Beta waves 

represented neutral and happy emotions in the 8-30Hz range [23]. In several previous studies, MI induced 

emotion [24]. BCI with motor imagery outperformed emotions stimulating motor imagery [24]. However, 

involving emotions can enrich BCI control. Moreover, electrical activity in the brain also occurs 

unconsciously, such as emotions, to induce motor imagery [24], so combining the two also becomes a brain 

command [25]. Others used multivariable commands such as motor imagery and focus variables [26]. 

The EEG signal used for BCI control can be single-channel or multi-channel. Usually, a single 

channel is arranged with a simple stimulation such as a blink [27] or two relaxing actions or not [6]. This 

research used BCI of EEG multi-channels. At the same time, it used multivariable EEG signals, specifically 

motor imagery and emotion. Both variables come from EEG signals of different channels and different 

patterns and characteristics. Separating into different networks will save memory and increase performance. 

Furthermore, emotions that induce motor imagery become a class that engages both. Therefore, it needs 

multiple networks. 

Convolutional neural networks (CNNs) and recurrent neural networks (RNN) are often used to 

identify commands through EEG signals in BCI. CNN is good at extracting features automatically and 

addressing various tasks end-to-end. RNN is good at learning sequence data like EEG signals to hand 

movement imagination [12]. Previous studies used the RNN in identifying motor imagery induced by 

emotion [28], motor imagery and focus used RNN gave an accuracy of 77.88% [26]. Each variable that is 

processed by each network comes from multi-channels. Therefore, choosing a suitable model to 

simultaneously maintain signal connectivity between channels and time sequence signals in the same 

channel. The 2D CNN architecture allows signal connectivity between channels and across time 

simultaneously. The result of feature extraction using 2D CNN becomes the input of the time sequence using 

RNN. Therefore, it is called Spatio-temporal. A previous study processed each channel of the Parallel 

Sequence-Channel Projection 2D-CNN EEG signal with an accuracy of 95.96% and 96.24% [29]. Selection 

of the correct number of channels increased the average accuracy by about 20% [30]. Therefore, the EEG 

signal from multiple channels can be treated as spatial in the channel direction and time sequence as 

temporal, thus giving an emotion recognition accuracy of 74.4% and 71.4%, respectively [30]. 

Motor Imagery is characterized by wave activity in the Mu frequency band due to the 

desynchronization of rhythm patterns [31], usually from the sensory-motor cortex or Fp5 and Fp6 channels 

(from the dataset used). Several studies have shown that Beta bands also have the potential for this event 

[32]. It has also been shown that frequency bands are often subject-specific and can vary slightly for the 

subject [33]. Mu and Beta waves in the 8-30Hz band [13]. While neutral and joyful emotions are in Alpha 

and Beta with 8-30 Hz [25]. 

A frequency filter is needed to direct the EEG signal pattern of each variable. Filters focused on 

small data in classification to improve performance [34]. Some studies used fast fourier transform (FFT) 

[35]. In comparison, other studies use Wavelet [31]. Wavelets have advantages in decomposition for non-

stationary data such as EEG signals. The Wavelet filters signals in the Alpha, Mu, and Beta frequency bands. 

Previous research used to identify motor imagery and emotion variables, with an accuracy of 90% [25]. 

This research used EEG signals through motor imagery and emotion variables as the BCI control. 

The proposed method used multiple networks that separate each variable with different characteristics and 

channels. EEG signals are filtered using Wavelets and are extracted spatial-temporal using 2D-CNN. In 

addition to saving memory in recognizing patterns, separating the network, and following a combination of 

the two variables. Previous studies yielded higher accuracy multi CNN than single networks [36].  

 

 

2. RESEARCH METHOD 

BCI commands can pass EEG signal information with one or more variables. Motor imagery is 

when the brain imagines specific movements, often used in BCI actions. During the motor imagery, Mu and 

Beta waves are desynchronized so that the two waves at a frequency of 8-30Hz represent the motor imagery 

pattern. Emotions often occur in an unconscious state, so they inevitably induce BCI. Therefore, motor 
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imagery and emotion as BCI action variables make up eight classes, as shown in Figure 1. For this purpose, 

the EEG signal is filtered using Wavelet first. The two variables are processed with separate networks so that 

the action combines the two classes. The details of each process are described next. It is why the architecture 

is called multivariable BCI of multi-channel EEG. Using two-dimensional CNN or 2D CNN facilitates the 

processing of multi-channel EEG signals. 

 

 

 
 

Figure 1. Multi-channel EEG signal in multivariable BCI 

 

 

The computational model like Figure 1. EEG signals as training data were taken from 30 volunteers 

from eight classes, with emotions: happy and neutral, and motor imagery: forward, left, right, and stop. BCI 

command every four seconds, so each data during this time for training and testing. 

 

2.1.  EEG datasets 

Training and validation data were obtained from recording EEG signals for four seconds from 30 

people aged 18-25 years in healthy, cooperative settings so that not reviewed variables could be ignored. 

EEG instrument used Emotiv Epoch from 14 channels with 128Hz sampling frequency [25]. There are two 

classes of emotion as stimulation: neutral and happy. Four motor imagery classes are forward, stop, right, and 

left. Data were taken by 30 subjects x 8 classes x 6 segments or 1440 sets-the instruction is shown in Figure 2. 

 

 

 
 

Figure 2. BCI dataset with instruction 

 

 

2.2.  Wavelet filter 

The digital wavelet transform allows signals to be represented in the time domain and eliminates 

unwanted frequency bands. A wavelet is a convolution signal with a function defined in (1). The Wavelet 
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transforms the signal by decomposition and reconstruction. Decomposition filters a specific frequency signal 

by dividing it into two parts, the low-frequency approximation (2) and the detail representing the high 

frequency (3), as shown in Figure 3. The reconstruction combines the signal back into its time domain [37]. 

 


𝜎,𝜏(𝑛) =

1

√|𝜎|
 (

𝑛−𝛕

𝜎
) (1) 

 

𝑦𝑙𝑜𝑤(𝑘) = ∑ 𝑛 𝑥(𝑛). 𝑔(𝑛 − 𝑘) (2) 

 

𝑦ℎ𝑖𝑔ℎ(𝑘) = ∑ 𝑛 𝑥(𝑛). ℎ(𝑛 − 𝑘) (3) 

 

Where g(n) is the coefficient of approximation, h(n) is the details coefficient, x(n) is the original 

EEG signal, k is the value of shifting, and n is the sequence. In Wavelet, several kernels exist, i.e., Symlet, 

Daubechies, and Haar. Previous studies used Daubechies (Db4) to be suitable for asymmetric signals [38]. 

The decomposition is shown in Figure 3. 

 

 

 
 

Figure 3. The wavelet of EEG signal 128 sampling frequency and filter 8-30 Hz 

 

 

2.3.  Multiple CNN: Motor imagery and emotion networks 

CNNs can work with one, two, and three-dimensional inputs. Although spatial or two-dimensional 

CNN is widespread, previous studies have converted the EEG signal into time-frequency before using  

CNN [39]. CNN has two layers, namely feature extraction and classification layer. The feature extraction is 

convolution, rectifier activation function, and pooling layers, while the fully connected layer manages the 

classification task [40]. The use of CNN also requires the adjustment of parameters, which determine 

performance by reducing or minimizing complexity [40]. The use of convolution and activation functions 

resembles the non-linearity of network computing [39]. Rectified linear unit (ReLU) is often used. Then Max 

Pooling makes the network coarser without losing the pattern to control overfitting [41]. The results of the 

extraction process can be seen in Figure 4. There are two networks, particularly CNN architecture for 

emotion in Figure 4(a) and Motor Imagery architecture in Figure 4(b). So, the 2D-CNN architecture reduces 

the 512 points of the Wavelet results to 92 points. 

 

 

  
(a) (b) 

 

Figure 4. Feature extraction and identification model using 2D CNN from, (a) emotion and (b) motor imagery 
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In the classification layer, the fully connected neurons. The architecture that is often used is multi-layer 

perceptron (MLP). Other studies use the support vector machine [42]. The often-used algorithm is 

backpropagation, which works for weights during training [25]. Accuracy is calculated as the number of 

correctly identified data. In addition, loss is the difference between the target and the computational output 

using the cross-entropy function to optimize the parameter [43], with (4).  

 

Loss =  − ∑ 𝑡𝑖
𝐶
𝑖 𝑙𝑜𝑔(𝑦𝑖) (4) 

 

Where, 𝐶 is the number of class labels, 𝑡𝑖 is the target value, and 𝑦𝑖  is the actual output.  

 

 

3. RESULTS AND DISCUSSION 

Experiments in this study were carried out in several parts, mainly the effect of Wavelet filter, using 

multiple networks, and spatial-temporal networks with 2D-CNN. There are 1440 data sets for the 

development and validation model. Each subject was given instructions according to the imaginary 

movement and was stimulated by that specific induced emotion. The dataset was divided into 80% or 1152 

for model development or training and 20% or 288 for validation data. The weight correction technique in 

learning also affects the performance of the model, so it needs to be tested with variations of adaptive 

moment estimation (Adam), adaptive learning estimation (AdaDelta), and stochastic gradient descent (SGD). 

The overall performance of EEG signal identification for multiple BCI variables using multiple 2D-

CNN is shown in Table 1. That result used validation data with accuracy and Loss value as performed. Based 

on the hypothesis and literature review, four parts are tested in the experiment. First, the effect of multiple 

networks with two EEG signal variables (emotion-induced motor imagery) was compared with single 

networks. The second experiment is the effect of CNN configuration with spatial-temporal involvement 

compared with one-dimensional CNN. Third, it is necessary to examine the effect of Wavelet as an EEG 

signal filter on performance using multiple 2D-CNN. Meanwhile, it is also necessary to experiment with 

weight correction techniques, viz Adam, SGD, and AdaDelta. 

 

 

Table 1. The performance of multiple CNN of multivariable 

Pre-Processing 

(Wavelet) 

Optimizing 

Technique 

Accuracy (%) Loss 

2D CNN 1D CNN 2D CNN 1D CNN 

Single 
Networks 

Multiple 
Networks 

Multiple 
Networks 

Single 
Networks 

Multiple 
Networks 

Multiple 
Networks 

With 

Adam 85.44 94.62 82.04 0.848 0.110 1.356 

AdaDelta 83.76 92.37 80.88 0.905 0.167 1.269 
SGD 80.11 90.89 81.98 0.877 0.205 1.290 

 Adam 73.75 74.04 69.25 1.208 1.120 1.356 

Without AdaDelta 77.88 75.95 70.12 1.110 0.998 1.269 
 SGD 76.98 76.12 71.63 1.427 1.105 1.290 

 

 

In Table 1, the Wavelet filter reduced significant signal components from 512 to 92 points without 

losing important information. It is seen that Wavelet extraction is the most important, thus giving an increase 

in accuracy of 28%. It confirms that this process makes it easier for the system to study the EEG signal 

pattern, which has eight classes of both variables. Meanwhile, using a two-dimensional CNN also affects 

mapping signals in spatial-temporal. The 2D CNN method provided the flexibility of a connected system 

between channels and sequences simultaneously. It increased the accuracy by 15.33%. The use of multiple 

networks also significantly increased accuracy from 85.44 % to 94.62% or 10.74%. The Adam weight 

correction technique provided the best accuracy. The other methods, specially AdaDelta and SGD, are 

relatively few. The differences in the three factors are shown in Figures 5-7 of accuracy and Loss value. 

The result showed that using multiple networks increased accuracy and provided stability and faster 

convergence, as shown in Figure 5. Figure 5(a) shows accuracy in 300 epochs, and Figure 5(b) shows the 

Loss value. Each network learns to recognize patterns in the same characteristics, either in the contained 

wave or from a different channel. The three weight correction techniques provide performance that is not 

much different at a steady state. However, the Adam model has the capability of directional weight correction 

to improve accuracy, and a decrease in loss value can occur quickly. Compared with the other two models, 

they tend to be slow due to corrections with random parameters.  

While testing the CNN configuration, the accuracy increased higher in 2D-CNN than in 1D-CNN, 

as in Figure 6. Figure 6(a) shows accuracy in 300 epochs, and Figure 6(b) shows the Loss value-likewise, the 

decrease in Loss values from all weight correction models. However, Adam steadily improved their 
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performance at the steady-state and stability stages. When the experiment with CNN configuration, both use 

multiple networks in order to be able to test the most significant effect, whether from multiple versus single 

or using spatial-temporal CNN, it can be seen that the second method provided an increase in accuracy, 

which is 15.33%, which can also be seen in Table 1.  

 

 

  
(a) (b) 

 

Figure 5. Effect of multi networks compare single networks from the performance of, (a) Accuracy and (b) Loss 

 

 

  
(a) (b) 

 

Figure 6. Effect of spatial-temporal using 2D CNN compare 1D CNN from the performance of, (a) Accuracy 

and (b) Loss 

 

 

Moreover, the details in Table 1 and Figure 7 illustrate that the role of the Wavelet filter is the most 

important in identifying EEG signals, and the use of BCI is no exception. Figure 7(a) shows accuracy in 300 

epochs, and Figure 7(b) shows the Loss value. The performance is much improved with the Wavelet filter, 

even though multiple 2D CNNs are used. Performance is determined primarily by selecting the right features 

in machine learning. It is also seen that Adam remains consistent in performance with any configuration. 

 

 

  
(a) (b) 

 

Figure 7. Effect of Wavelet Filter in BCI with multiple 2D CNN from the performance of, (a) accuracy and 

(b) loss 

 

 

The following experiment compares 2D-CNN with recurrent neural networks (RNN) between 

multiple and single networks, as shown in Table 2. The other configurations are set the same. It was found 

that 2D CNN has a better performance of accuracy and loss value for both multiple and single networks. 

Interestingly, the performance degradation of single toward multiple networks is more extreme when using 
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RNN, from 90.57% to 71.56%. While using 2D CNN gave decreasing from 92.37 (multiple) to 83.76% 

(single) only. Likewise, the use of wavelets from both methods was tested. Moreover, when multiple 

networks of RNN were used, AdaDelta gave a low accuracy of 60.05%. This phenomenon shows that 2D 

CNN is more robust than RNN, providing higher performance for signal unfiltered, and single networks are 

lower than RNN.  

 

 

Table 2. The performance of 2D CNN toward RNN 
Wavelet Optimizing Technique Accuracy (%) Loss 

Multiple Networks Single Networks Multiple Networks Single Networks 

2D CNN RNN 2D CNN RNN 2D CNN RNN 2D CNN RNN 

With 

Adam 94.62 90.57 85.44 71.56 0.110 0.369 0.848 2.012 

AdaDelta 92.37 60.05 83.76 - 0.167 0.742 0.905 - 
SGD 90.89 81.39 80.11 - 0.205 0.177 0.877 - 

Without Adam 73.75 68.73 74.04 - 1.120 1.322 1.356 - 

 

 

The BCI configuration of multivariable motor imagery and emotion with multiple 2D CNNs was 

compared with previous studies for the same data, as in Table 3 for the Adam model. It can be seen that with 

a deeper convolution, namely the VGG16 architecture, the study using single networks and 1D CNN only 

provided 87% accuracy with a learning time of up to five minutes. In comparison, multiple 1D CNN 

networks tested in this study provided an accuracy of only 85.44%, while multiple networks with 2D CNN 

provided an accuracy of 94.62%. VGG 16 has 13 convolution layers and three Pooling. Of course, it provides 

deeper learning, so it is reasonable to give high accuracy, but it takes much longer. In this study, it is 

necessary to VGG16 considering that the CNN input is 3,456 points for each data set due to all variables and 

all channels being combined. While this study requires only two convolution layers and Pooling provides a 

much shorter training time, its accuracy is 85.44% for 1D CNN and 94.62% for 2D CNN. However, deep 

architectures like VGG 16 were not tested.  

 

 

Table 3. Comparison with previous works 
Methods Accuracy (%) Learning time (minutes) 

Architecture Architecture Architecture Architecture 
2 Layers 8 Layers VGG16 2 Layers 8 Layers VGG16 

Single Networks-1D [25] - 84.73 87.09 - 4 4.7 

Multiple Networks-1D (proposed methods) 82.04 - - 0.009 - - 

Multiple Networks RNN [28] 90.57   1.450   
Multiple Networks-2D (proposed methods) 94.62 - - 0.001 - - 

 

 

4. CONCLUSION 

Using emotion variables from EEG signals that induce motor imagery in the brain-computer 

interface provides future development opportunities. The development of parallel computing, such as 

multiple networks, provides a significant performance increase of 15.39%. Meanwhile, the amount of 

information from many channels from EEG signals needs to be represented in the proper architecture. 

Therefore, multiple 2D CNN in BCI provides an accuracy of 94.62%, or 10.74 greater than 1D CNN. 

Meanwhile, another critical factor is the use of filters for signal extraction. Wavelet is the right choice so that 

it provides an increase in accuracy of up to 28.29%. The chosen architecture and configuration can be applied 

to other BCI applications or EEG signals in general. Identification of brain commands through EEG signals 

is exciting and endless research. Although it can be done by considering a single variable, the use of multi 

variables is inevitable. Emotion or concentration can induce motor imagery when imagining commands. In 

future work, it is necessary to consider 2D CNN in combination with either parallel or serial RNN. 

 

 

ACKNOWLEDGEMENTS 

The research was funded by "PTUPT-Penelitian Terapan Unggulan Perguruan Tinggi" from the 

Ministry of Education, Culture, Republik Indonesia 2021 with contract 235/S2H/LT/DPRM/2021. 

 

 

REFERENCES 
[1] S. N. Abdulkader, A. Atia, and M. S. M. Mostafa, “Brain computer interfacing: Applications and challenges,” Egyptian 

Informatics Journal, vol. 16, no. 2, pp. 213–230, 2015, doi: 10.1016/j.eij.2015.06.002. 



Int J Artif Intell  ISSN: 2252-8938  

 

Multi-channel of electroencephalogram signal in … (Esmeralda Contessa Djamal) 

625 

[2] B. Várkuti et al., “Resting state changes in functional connectivity correlate with movement recovery for BCI and robot-Assisted 
upper-extremity training after stroke,” Neurorehabilitation and Neural Repair, vol. 27, no. 1, pp. 53–62, 2013,  

doi: 10.1177/1545968312445910. 

[3] A. Herweg, J. Gutzeit, S. Kleih, and A. Kübler, “Wheelchair control by elderly participants in a virtual environment with a  
brain-computer interface (BCI) and tactile stimulation,” Biological Psychology, vol. 121, pp. 117–124, 2016,  

doi: 10.1016/j.biopsycho.2016.10.006. 

[4] D. J. McFarland and J. R. Wolpaw, “EEG-based brain–computer interfaces,” Current Opinion in Biomedical Engineering, vol. 4, 
pp. 194–200, 2017, doi: 10.1016/j.cobme.2017.11.004. 

[5] Q. Huang et al., “NCyborg project-a new stroke rehabilitation pattern based on brain computer interface,” Brain Hemorrhages, 

vol. 2, no. 2, pp. 95–96, 2021, doi: 10.1016/j.hest.2021.05.002. 
[6] E. C. Djamal, M. Y. Abdullah, and F. Renaldi, “Brain computer interface game controlling using fast fourier transform and 

learning vector quantization,” Journal of Telecommunication, Electronic and Computer Engineering, vol. 9, no. 2–5, pp. 71–74, 

2017. 
[7] J. Asensio-Cubero, J. Q. Gan, and R. Palaniappan, “Multiresolution analysis over graphs for a motor imagery based online BCI 

game,” Computers in Biology and Medicine, vol. 68, pp. 21–26, 2016, doi: 10.1016/j.compbiomed.2015.10.016. 

[8] O. Mendoza-Montoya, J. M. Antelis, and J. Delijorge, “P300-based brain-computer interface for communication and control,” 
Biosignal Processing and Classification Using Computational Learning and Intelligence: Principles, Algorithms, and 

Applications, pp. 271–292, 2021, doi: 10.1016/B978-0-12-820125-1.00026-9. 

[9] K. H. Khng and R. Mane, “Beyond BCI-validating a wireless, consumer-grade EEG headset against a medical-grade system for 
evaluating EEG effects of a test anxiety intervention in school,” Advanced Engineering Informatics, vol. 45, 2020,  

doi: 10.1016/j.aei.2020.101106. 

[10] E. C. Djamal, Suprijanto, and S. J. Setiadi, “Classification of EEG-based hand grasping imagination using autoregressive and 
neural networks,” Jurnal Teknologi, vol. 78, no. 6–6, pp. 105–110, 2016, doi: 10.11113/jt.v78.9035. 

[11] N. Padfield, J. Zabalza, H. Zhao, V. Masero, and J. Ren, “EEG-based brain-computer interfaces using motor-imagery: Techniques 

and challenges,” Sensors (Switzerland), vol. 19, no. 6, 2019, doi: 10.3390/s19061423. 
[12] J. An and S. Cho, “Hand motion identification of grasp-and-lift task from electroencephalography recordings using recurrent 

neural networks,” 2016 International Conference on Big Data and Smart Computing, BigComp 2016, pp. 427–429, 2016,  

doi: 10.1109/BIGCOMP.2016.7425963. 
[13] M. H. Alomari, A. AbuBaker, A. Turani, A. M. Baniyounes, and A. Manasreh, “EEG mouse: a machine learning-based brain 

computer interface,” International Journal of Advanced Computer Science and Applications, vol. 5, no. 4, 2014,  

doi: 10.14569/ijacsa.2014.050428. 
[14] R. H. Abiyev, N. Akkaya, E. Aytac, I. Günsel, and A. Çaǧman, “Brain-computer interface for control of wheelchair using fuzzy 

neural networks,” BioMed Research International, vol. 2016, 2016, doi: 10.1155/2016/9359868. 

[15] S. Makeig, G. Leslie, T. Mullen, D. Sarma, N. Bigdely-Shamlo, and C. Kothe, “First demonstration of a musical emotion BCI,” 
Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in 

Bioinformatics), vol. 6975 LNCS, no. PART 2, pp. 487–496, 2011, doi: 10.1007/978-3-642-24571-8_61. 

[16] R. Abiri, S. Borhani, E. W. Sellers, Y. Jiang, and X. Zhao, “A comprehensive review of EEG-based brain-computer interface 
paradigms,” Journal of Neural Engineering, vol. 16, no. 1, 2019, doi: 10.1088/1741-2552/aaf12e. 

[17] W. Wang, “Brain network features based on theta-gamma cross-frequency coupling connections in EEG for emotion recognition,” 

Neuroscience Letters, vol. 761, 2021, doi: 10.1016/j.neulet.2021.136106. 
[18] E. C. Djamal, H. Fadhilah, A. Najmurrokhman, A. Wulandari, and F. Renaldi, “Emotion brain-computer interface using wavelet 

and recurrent neural networks,” International Journal of Advances in Intelligent Informatics, vol. 6, no. 1, pp. 1–12, 2020,  

doi: 10.26555/ijain.v6i1.432. 
[19] Y. Punsawad, N. Siribunyaphat, and Y. Wongsawat, “Exploration of illusory visual motion stimuli: An EEG-based  

brain-computer interface for practical assistive communication systems,” Heliyon, vol. 7, no. 3, 2021,  

doi: 10.1016/j.heliyon.2021.e06457. 
[20] S. Taran and V. Bajaj, “Emotion recognition from single-channel EEG signals using a two-stage correlation and instantaneous 

frequency-based filtering method,” Computer Methods and Programs in Biomedicine, vol. 173, pp. 157–165, 2019,  
doi: 10.1016/j.cmpb.2019.03.015. 

[21] W. O. A. S. Wan Ismail, M. Hanif, S. B. Mohamed, N. Hamzah, and Z. I. Rizman, “Human emotion detection via brain waves 

study by using electroencephalogram (EEG),” International Journal on Advanced Science, Engineering and Information 
Technology, vol. 6, no. 6, pp. 1005–1011, 2016, doi: 10.18517/ijaseit.6.6.1072. 

[22] S. Alhagry, A. Aly, and R. A., “Emotion recognition based on EEG using LSTM recurrent neural network,” International Journal 

of Advanced Computer Science and Applications, vol. 8, no. 10, 2017, doi: 10.14569/ijacsa.2017.081046. 

[23] Z. Mohammadi, J. Frounchi, and M. Amiri, “Wavelet-based emotion recognition system using EEG signal,” Neural Computing 

and Applications, vol. 28, no. 8, pp. 1985–1990, 2017, doi: 10.1007/s00521-015-2149-8. 

[24] A. D. Bigirimana, N. Siddique, and D. Coyle, “Emotion-inducing imagery versus motor imagery for a brain-computer interface,” 
IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 28, no. 4, pp. 850–859, 2020,  

doi: 10.1109/TNSRE.2020.2978951. 

[25] D. R. Ramdhani, E. C. Djamal, and F. Nugraha, “Brain-computer interface based on motor imagery and emotion using 
convolutional neural networks,” Proceeding - 1st FORTEI-International Conference on Electrical Engineering, FORTEI-ICEE 

2020, pp. 108–112, 2020, doi: 10.1109/FORTEI-ICEE50915.2020.9249937. 

[26] E. C. Djamal and R. D. Putra, “Brain-computer interface of focus and motor imagery using wavelet and recurrent neural 
networks,” Telkomnika (Telecommunication Computing Electronics and Control), vol. 18, no. 5, pp. 2748–2756, 2020,  

doi: 10.12928/TELKOMNIKA.v18i5.14899. 

[27] G. Acampora, P. Trinchese, and A. Vitiello, “A dataset of EEG signals from a single-channel SSVEP-based brain computer 
interface,” Data in Brief, vol. 35, 2021, doi: 10.1016/j.dib.2021.106826. 

[28] D. A. Sury and E. C. Djamal, “Brain-computer interface of motor imagery and emotion using multiple recurrent neural networks,” 

Proceedings - 2021 4th International Conference on Computer and Informatics Engineering: IT-Based Digital Industrial 
Innovation for the Welfare of Society, IC2IE 2021, pp. 56–61, 2021, doi: 10.1109/IC2IE53219.2021.9649403. 

[29] L. Shen, W. Zhao, Y. Shi, T. Qin, and B. Liu, “Parallel sequence-channel projection convolutional neural network for EEG-based 

emotion recognition,” IEEE Access, vol. 8, pp. 222966–222976, 2020, doi: 10.1109/ACCESS.2020.3039542. 
[30] K. Y. Wang, Y. L. Ho, Y. De Huang, and W. C. Fang, “Design of intelligent EEG system for human emotion recognition with 

convolutional neural network,” Proceedings 2019 IEEE International Conference on Artificial Intelligence Circuits and Systems, 

AICAS 2019, pp. 142–145, 2019, doi: 10.1109/AICAS.2019.8771581. 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 12, No. 2, June 2023: 618-626 

626 

[31] P. Kant, S. H. Laskar, J. Hazarika, and R. Mahamune, “CWT based transfer learning for motor imagery classification for brain 

computer interfaces,” Journal of Neuroscience Methods, vol. 345, 2020, doi: 10.1016/j.jneumeth.2020.108886. 
[32] Y. Kim, J. Ryu, K. K. Kim, C. C. Took, D. P. Mandic, and C. Park, “Motor imagery classification using mu and beta rhythms of 

EEG with strong uncorrelating transform based complex common spatial patterns,” Computational Intelligence and 

Neuroscience, vol. 2016, 2016, doi: 10.1155/2016/1489692. 
[33] Y. Zhang, G. Zhou, J. Jin, X. Wang, and A. Cichocki, “Optimizing spatial patterns with sparse filter bands for motor-imagery 

based brain-computer interface,” Journal of Neuroscience Methods, vol. 255, pp. 85–91, 2015,  

doi: 10.1016/j.jneumeth.2015.08.004. 
[34] L. Wang, W. Huang, Z. Yang, and C. Zhang, “Temporal-spatial-frequency depth extraction of brain-computer interface based on 

mental tasks,” Biomedical Signal Processing and Control, vol. 58, 2020, doi: 10.1016/j.bspc.2020.101845. 

[35] T. Thenmozhi and R. Helen, “Feature selection using extreme gradient boosting bayesian optimization to upgrade the 
classification performance of motor imagery signals for BCI,” Journal of Neuroscience Methods, vol. 366, 2022,  

doi: 10.1016/j.jneumeth.2021.109425. 

[36] S. U. Amin, G. Muhammad, W. Abdul, M. Bencherif, and M. Alsulaiman, “Multi-CNN feature fusion for efficient EEG 
classification,” 2020 IEEE International Conference on Multimedia and Expo Workshops, ICMEW 2020, 2020,  

doi: 10.1109/ICMEW46912.2020.9106021. 

[37] E. A. Mohamed, M. Z. B. Yusoff, N. K. Selman, and A. Saeed Malik, “Enhancing EEG signals in brain computer interface using 
wavelet transform,” International Journal of Information and Electronics Engineering, vol. 4, no. 3, pp. 234–238, 2014,  

doi: 10.7763/IJIEE.2014.V4.440. 

[38] M. A. M. Joadder and M. K. M. Rahman, “Classification of motor imagery signal using wavelet decomposition: A study for 
optimum parameter settings,” 1st International Conference on Medical Engineering, Health Informatics and Technology, 

MediTec 2016, 2017, doi: 10.1109/MEDITEC.2016.7835388. 

[39] S. K. Khare and V. Bajaj, “Time-frequency representation and convolutional neural network-based emotion recognition,”  
IEEE Transactions on Neural Networks and Learning Systems, vol. 32, no. 7, pp. 2901–2909, 2021,  

doi: 10.1109/TNNLS.2020.3008938. 
[40] E. S. Pane, M. A. Hendrawan, A. D. Wibawa, and M. H. Purnomo, “Identifying rules for electroencephalograph (EEG)  

emotion recognition and classification,” Proceedings of 2017 5th International Conference on Instrumentation,  

Communications, Information Technology, and Biomedical Engineering, ICICI-BME 2017, pp. 167–172, 2018,  
doi: 10.1109/ICICI-BME.2017.8537731. 

[41] S. Tripathi, S. Acharya, R. Sharma, S. Mittal, and S. Bhattacharya, “Using deep and convolutional neural networks for  

accurate emotion classification on DEAP data,” Proceedings of the AAAI Conference on Artificial Intelligence, vol. 31, no. 2,  
pp. 4746–4752, 2017, doi: 10.1609/aaai.v31i2.19105. 

[42] X. Li, X. Chen, Y. Yan, W. Wei, and Z. J. Wang, “Classification of EEG signals using a multiple kernel learning support vector 

machine,” Sensors (Switzerland), vol. 14, no. 7, pp. 12784–12802, 2014, doi: 10.3390/s140712784. 
[43] Z. Wang, Y. Tong, and X. Heng, “Phase-locking value based graph convolutional neural networks for emotion recognition,” 

IEEE Access, vol. 7, pp. 93711–93722, 2019, doi: 10.1109/ACCESS.2019.2927768. 

 

 

BIOGRAPHIES OF AUTHORS 

 

 

Esmeralda Contessa Djamal     received a Bachelor's degree in Engineering 

Physics from Institut Teknologi Bandung in 1994, a Master's degree in Instrument and Control 

from Institut Teknologi Bandung in 1998. From her dissertation until now, her research in 

EEG signal processing finished her doctoral program at Institut Teknologi Bandung in 2005. 

She is an associate professor in the Informatics Department, Universitas Jenderal Achmad 

Yani. For more than 20 years, she has been researching Brain-Computer Interface, 

Electroencephalogram, and Machine Learning. She can be contacted at email: 

esmeralda.contessa@lecture.unjani.ac.id. 

  

 

Dimas Andhika Sury     received his Bachelor's degree in Informatics from 

Universitas Jenderal Achmad Yani in 2021. His undergraduate thesis related to Brain 

Computer Interface and machine learning. He is a machine learning researcher and system 

developer now. He can be contacted at email: dimasandhikasury@gmail.com. 

 

https://orcid.org/0000-0002-9252-9416
https://scholar.google.com/citations?user=TWQOnaEAAAAJ&hl=id&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=56204479000
https://www.webofscience.com/wos/author/record/2175803
https://orcid.org/0000-0001-8403-4352
https://scholar.google.com/citations?hl=id&user=DCpX448AAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57445291000
https://www.webofscience.com/wos/author/record/32620671

