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 Recent healthcare reports indicate clearly an increasing mortality rates 

worldwide which puts a significant burden on the healthcare sector due to 

different diseases. Coronary artery diseases (CAD) is one of the main 

reasons of these uprising death rates since it affects the heart directly. For 

early diagnosis and treatment of CADs, a swiftly growing technology called 

data mining has been used to collect and categorize necessary data from 

patients; age, blood sugar and pressure, a type of thorax pain, cholesterol, 

and so on. Therefore, this paper adopted four data mining methods; decision 

tree (DT), logistic regression (LR), random forest (RF), and Naïve Bayes 

(NB) to achieve the goal. The paper utilized the Cleveland dataset along 

with Python programming language to compare among the four data mining 

methods in terms of precision, accuracy, recall, and area under the curve. 

The results illustrated that NB method has the best accuracy of 89.47% 

compared with previous studies which will help with accurate, fast and 

inexpensive diagnosis of CADs. 
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1. INTRODUCTION 

Arrhythmia and abnormal heartbeats are potential symptoms of acute heart disease and it causes the 

largest number of deaths worldwide by 2030. The mortality rate will increase to 23.6 million people [1], [2]. 

This mainly affects men because of their smoking habits. The considered disease types are heart cancer, 

myocarditis, congenital heart disease, heart failure, coronary artery diseases, cardiomyopathy, angina pec- 

toris, arrhythmia, heart attacks, and so on [3]. Among the risk operators for Cardiology are smoking, age, 

high blood pressure, family history, malnutrition, and cholesterol [4]. Due to a lack of knowledge, people are 

unable to detect the heart diseases earlier which leads to many death cases. Mostly, the case is exposed at a 

late stage or after death since people are unwilling to provide early appropriate treatments due to the high 

cost of these treatments [5]. When it comes to early prediction of heart diseases, a well-used application 

utilizes the machine learning technology to achieve the goal. However, the procedure of converting worthless 

data to helpful is referred to as the data mining [6]. Data mining is a natural development of information 

technology, especially today with big data being used in discovery and analysis to establish logical 

relationships; data mining methods are being used in different areas, particularly in the medical field, as 

performing these methods helps clinicians select treatments, predict patient outcomes, and reduce costs in 

medicine, and instruct researchers to develop new treatments and refer patients to participate clinical trials 

[7]. Diagnosis in the medical field plays an important role in saving life, however, it is a complex task to be 
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performed efficiently and accurately to decrease costs of the clinical testing procedures and suitable 

computing data support [8]. Significant studies have adopted various classification techniques throughout the 

history of heart diseases for early prediction and diagnosis of heart diseases. 

The purpose of the present study is:  

− Solve the classification problem using data mining methods to get the most accurate results in terms of 

accuracy, recall, sensitivity and a receiver operating characteristic (ROC) to predict heart disease early 

− Using four algorithms of machine learning (LR, Naïve Bayesian, DT and RF) to predict cardiology 

− Finding best a method for prediction on the cardiology dataset 

− Compared with the results of previous studies to prove the effectiveness of the accuracy of our proposed 

system. 

Mary and Sebastian [9] analyzed three sets of data, the aim of which is to consider characteristics 

that may affect the core, data analysis was performed using several classification methods, including the 

Naïve Bayesian classifier, random forest (RF) and random tree, where the Weka environment was used for 

data analysis; results showed an increase in prediction accuracy, especially with the Naïve Bayes and RF 

algorithms. Suresh et al. [10] The aim of this study has been to use a hybrid model combining the support 

vector machine and RF to predict heart disease, in which repetitive features were removed from the RF to 

identify features that improve the results of the vector support machine for heart disease prediction, as it was 

applied to a data set (Pima Indiana heart disease). The two algorithms give a more efficient and effective 

result with an accuracy of up to 98.3%, unlike if the two algorithms are used separately. In addition, an 

analysis was performed to consider the effect of the gamma coefficient and the regularization coefficient of 

the svm algorithm where svm was very sensitive. Sureja et al. [11] proposed a new method that combined the 

slap swarm algorithm with a support vector machine to apply it to two cardiology datasets, first from kaggle 

and University of California Irvine (UCI) and second from clinical-heart failure records; intially, the slap 

swarm algorithm was used to choose the best features that could affect the prediction accuracy. Then, the 

support vector machine (SVMs) algorithm has been used in order to predict heart disease; where performance 

had been assessed with the use of the accuracy, sensitivity, recall, f-scale and G-mean; The proposed system 

seemed effective and quick to predict, as it reached an accuracy of 98.75% and 98.46% for two data sets. In 

addition Afrin et al. [12] and Assegie et al. [13] conducted study to proposed system to predict liver disease 

that used machine learning algorithm like (SVM, RF, k-neighbor nearest (KNN), DT and Naïve Bayes (NB)) 

the experiment result shows DT has acheive accueate by 94.295%; Jasim et al. in [14] presented a predictive 

system for the prognosis of breast cancer using the UCI repository dataset. They used many algorithms like 

(RF, perceptron, SVM, DT, KNN, NB, multi-layer perceptron (MLP), LR and xgboost); The simulation 

result showed that the SVM and Perceptron algorithms had a high accuracy of up to 90% compared to the 

other algorithms used. 

Reddy et al. in [15] used dataset from UCI repository to predicte breast cancer by using many 

algorithms such as Adaboost, multi-layer perceptron and Stacking classifier, a stacking algorithm has been 

successful in achieving the best accuracy 99.20%; Ramanath et al. [16] they suggested a hybrid system based 

on fuzzy logic approach to supporting breast cancer prediction  illness; the suggested system had shown a 

96.49% classification accuracy and Wisconsin data was used. Blockchain has been used to provide security 

for ensuring the fact that only trusted and reputable agents participate participation in the process of the 

decision-making. 

Ghosh et al. [17] used dataset Wisconsin breast cancer database (WBCD) to introduced a novel 

approach by using severial algorithm like LR, DT, RF, SVM and KNN and used Least Absolute Shrinkage 

and Selection Operator (LASSO) as feature selction and result show RF was best accurate by 99.41%; 

Jittawiriyanukoon and Srisarkun [18]. They used location data, machines, statistics, and downtime from a 

data-mining plant using artificial intelligence and machine learning to develop a decision support strategy; 

scheduling a maintenance plan by using open source software for replacing the shortcut of maintenance 

planning and scheduling; on data mining, 3 promising training algorithms are used for insightful data as a 

result precision numbers have been obtained; Alalwan  et al. [19] two data mining algorithms were used a 

self-organizing map and a RF for diabetes diagnosis; the results have shown that they can provide services in 

the health care sector to make effective decisions; Saranya and Pravin [20] in this work, they 

comprehensively study the different strategies used to predict diseases by applying several mining algorithms 

to improve prediction to reduce hospital admissions and reduce patient costs. In this paper, we initially i) 

allocate four classification methods and choose the most accurate method in predicting and detecting heart 

disease through data mining techniques, ii) we compare the results of the proposed work with previous 

studies that used the same data set. The paper had been divided to the following sections; The 

“Methodology” presents a flowchart of the proposed work with the data set had used and the pre-processing 

of the data and all details, the “Result and Discussion” of the experimental result and validation, and finally 

the “Conclusions” the paper concludes. 
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2. METHODOLOGY 

2.1.  Flowchart 

The flowchart contains three main steps and as illustrated in Figure 1. It begins with the preparation 

step where the information is filtered and categorized prior of any processing. The output from stage one 

goes to stage two which is divided to training and testing sub-stages of the four classification techniques. The 

last step is where these techniques are evaluated throughout several performance evaluations to eliminate low 

performances. The main steps for each stage are described in details next. 

 

 

 
 

Figure 1. Proposed method flowchart 

 

 

2.2.  Dataset 

This paper adopted a dataset of real cardiac values which was taken from the Cleveland dataset [21]. 

This dataset provides information on risk factors of heart diseases. It contains 303 cases and 14 attributes. 

Patients are classified either infected or uninfected. The number of people without heart issues are 138, and 

those with heart conditions are 165 samples, as shown in Table 1 and Table 2 illustrates some samples of the 

dataset.  

 

 

Table 1. Cardiac dataset description 
Attribute Number of attributes 

Total cases 303 

Dimensions 13 
Category 2 

cases per category infected =165 

uninfected = 138 
Features Real 

 

 

Table 2. Original specimens from the data-set 
Age Gender cp Trest bps chol fbs restecg thalach exang oldpeak slope ca thal target 

63 1 3 145 233 1 0 150 0 2.3 0 0 1 1 

37 1 2 130 250 0 1 187 0 3.5 0 0 2 1 

62 0 0 140 268 0 0 160 0 3.6 0 2 2 0 

63 1 0 130 254 0 0 147 0 1.4 1 1 3 0 
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Where: 

Age: Refers to the age of patients. 

Sex: gender (1 pointing to males; 0 pointing to females). 

cp indicates chest pain. 

Trestbps signalize to comforting the pressure of the blood. 

Chol: indicates the serum cholesterol in (mg/dl). 

fbs: fasting blood sugar higher than 120mg /dl (0 is False; 1 is True). 

Restecg: pointing to restecg which signalizes the resting electro cardio graphic results. 

Thalach: Highest heart rate. 

Exang: indicates the exercise induced angina (1 = yes) and (0 = no) 

Oldpeak: ST depression that has been induced by the exercise relative to rest 

Slope: refers to slope of peak exercise ST segment 

ca: major number for vessels that have been colored by the fluoroscopy (0 - 3) 

Thal: (3 indicates normal; 6 represents fixed defect and 7 indicates reversible defected). 

Target: pointing to heart disease diagnosis (1 = infected; 0 = uninfected) 

 

2.3.  Data pre-processing [22] 

It is of high importance in the data mining method by which the raw data is converted into a 

recognizable format. Often, the real-world data is inconsistent, incomplete, lacks certain trends or behaviors, 

and possibly Contains various errors. So, this step is important to solve this type of problems because it helps 

with detecting anomalies. The quality of used data should be of high accuracy in order to be located within 

the dataset. The data should also be with no noise or errors because these issues can affect directly the 

model’s ability of learning. Throughout preprocessing, the data goes through series of steps: Handling 

missing values: The data is cleaned up via processes like deleting rows with missing data or filling missing 

values. Data estimation: refers to the verification of any missing value or noise in the data because, in most 

interpretations, it cannot be done with missing data. Data visualization: helps to clarify the relationship 

between features and their interpretation, Figure 2 illustrates a visualization of features. After the pre-

processing step, the dataset is broken into 2 parts; 75% for training and 25% for testing. Training process is 

for the four classification methods; LR, DT, RF and NB (they used to build the classification model) and the 

testing process is set to test the prediction model. 
 

 

 
 

Figure 2. Visualization between attributes 
 

 

2.4.  Performance evaluation 

After completing the training and testing phases of the four classification methods, the process 

continues to the final step which is performance appraisal. Where a confusion matrix [23] is used as a useful 

evaluation method that contains many values to measure performance; like accuracy, area under curve of 

ROC or area under curve (AUC), recall and precision [24]–[28], which are intended for the validation step. 
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Without validation, we only have information about how the models perform with the training data [29]. The 

area under ROC curve is referred to as AUC and is often used for erroneous ratings. The value ranges from 0 

to 0 to 1.0, while the real value of 1.0 of the equivalents represents the ideal score and the value 0.5 

represents a random prediction [30]. 

 

 

Accuracy =
x+d

𝑥+𝑦+𝑐+𝑑
 (1) 

 

Precision (𝑝)  =
𝑥

𝑥+𝑐
 (2) 

 

Recall (𝑟) =
𝑥

𝑥+𝑦
 (3) 

 

Where: 

− x indicates to true positive (TP): represents the number of correctly labeled positive examples. 

− y indicates to false negative (FN): represents number of incorrectly classified negative samples.  

− c indicates to false positive (FP): represents number of incorrectly classified positive samples.  

− d indicates to true negative (TN): represents number of negative samples which were correctly classified.  

 

 

3. RESULTS AND DISCUSSION  

We applied four classification algorithms after removing the anomalies from the heart disease data  

to compute the performance parameters for the proposed algorithms. The classification algorithms that 

applied with the proposed work are RF, NB, LR, and DT to evaluate algorithms for accuracy, precision, and 

recall and under area curve. Table 3 lists results of performance comparison among the four classification 

algorithms. 

 

 

Table 3. A comparison to evaluate the performance of algorithms 
Algorithms Accuracy Precision Recall AUC 

Logistic regression 85.53% 86.36% 88.37% 92.60% 

Decision tree 81.58% 80.85% 88.37% 77.58% 
Naïve Bayes 89.47% 88.88% 93.02% 93.44% 

Random forest 86.84% 90.24% 86.04% 92.60% 

 

 

Table 3 clearly demonstrated that NB has the optimal performance results in the terms of accuracy, 

recall, and AUC. In the meanwhile, RF scored better in terms of precision by 90.24 which improves the 

effectiveness of accuracy upon removing errors and anomalies from the cardiac data. The results of Table 4 

are represented in a chart graph and as shown in Figure 3. From the graph it may be seen the NB has highest 

accuracy by 89.47%. It is worth to mention that NB is a method of always high accuracy but this is not the 

case with other methods since they depend on specific features. 

 

 

Table 4. Compared previous work with proposed algorithms 
Reference Algorithms Accuracy Precision Recall ROC 

Ekız et al. (2017) [1] DT 67.6% - - - 

Kohli et al. (2018) [31] 
RF 77.42% - - - 

DT 70.97% - - - 

Maji et al. (2019) [32] DT 76.66% - - - 
Tarawneh et al. (2019) [8] NB 89.2% - - - 

Pawar et al. (2020) [33] 

DT 75.82 % - - - 

RF 76.92% - - - 
LR 80.21% - - - 

NB 76.92% - - - 

Pasha et al. (2020) [34] RF 80.89% - - 89.53 

Ripan et al. (2021) [35] 

RF 88% 0.87 0.87 91.7 

LR 85% 0.86 0.84 92.5 

NB 84% 0.85 0.82 90.0 

Proposed algorithms 

DT 81.58% 80.36 88.37 77.58 

RF 86.84% 90.24 86.04 92.60 

LR 85.53% 86.36 88.37 92.60 
NB 89.47% 88.88 93.02 93.44 
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Figure 3. Comparison of accuracy 

 

 

Figure 4 illustrated a comparison of area under curve among the four methods. It can be seen  

Figure 4(a) indicate to DT has the lowest (0.7758). NB has the highest AUC (0.9260) as shown in  

Figure 4(b), and in Figures 4(c) and 4(d) indicate to receiver operating characteristics for RF and LR are 

equal values (0.9260). 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 4. Comparison of area under curve (a) ROC curve for DT, (b) ROC curve for Naive Bayes, 

(c) ROC curve for LR, and (d) ROC curve for RF 

 

 

3.1.  Age, sex and target with heart diseases 

Figure 5 illustrated the connection between patients’ ages and heart diseases. It is clearly shown that 

cardiac issues start to increase in the from 40 to 60 whether a high risk of cardiovascular diseases starts from 

60 and above. This is because aging causes alteration in the blood and heart utensils. Thus, increasing the risk 

of getting a heart issue. Cardiovascular disease is more common in men than women and it remains the 

leading death cause in men from smoking; Figure 6 shows the prevalence of heart disease between genders 
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(males and females), with 1 representing males and 0 representing females. Heart failure means the heart is 

not pumping as well as it should; according to the dataset used, it is classified into two parts: where the 

number (1) represents the infected cases and (0) represents the uninfected cases; Figure 7 shows the target (0) 

as it represents 138 uninfected cases and the target (1) is 165 infected cases. 

 

 

 
 

Figure 5. The relationship between age and heart disease 

 
 

Figure 6. Sex Vs heart disease 

 

 

 
 

Figure 7. Penitent and heart disease 

 

 

3.2.  Validating the suggested approach 

The goal of the performance appraisal process is to improve the way the model works to achieve a 

higher level of efficiency; to validate the proposed procedure. A comparison was made between the proposed 

work and the most recent published work from the last five years that used the same data set, we used 

performance metrics as (accuracy, precision, recall and ROC) selected for comparison. The proposed 

approach together with previous works were tested Cleveland dataset. 

The proposed algorithm had evaluated AUC, precision, accuracy, and recall that had been presented 

as a standard measure in risk measurements by healthcare field; however, higher (AUC) confirms the 

accuracy [36]. Table 4 shows how the proposed approach performs better than the previous studies. It can 

predict accuracy with DT by 81.58%, precision by 80.36%; recall by 88.37% and AUC by 77.58%  which is 

better than all the seven methods Listed in the table. Whereas RF achieved 86.84% accuracy, 92.60% AUC, 

90.24% precision and 86.04% recall. Moreover, NB achieved 89.47% accuracy; 88.88% precision, 93.02% 

recall and 93.44% AUC. As for the LR method 85.53%, 86.36, 88.37 and 92.60 for the precision, accuracy, 

recall and AUC respectively. 

 

 

4. CONCLUSION 

In this paper, we applied the most common algorithms in data mining, which is the (DT, RF, NB 

and LR) algorithms by applying it to the heart data taken from the Cleveland website and available on the 

Internet, where the data had been trained to 70% training and 30% testing, and then many of scales that have 

been used in the papers were used. To compare the results with it, such as accuracy, prcision, sensitivity, and 

ROC, after comparing the results with similar work for the last five years; The goal of the proposed system is 

to use an efficient method of data mining to achieve effective analyzes of medical information that helps in 

rapid disease prediction for patient care. The results of the work clearly showed that NB has better prediction 

results among all with a 89.47%. The new method could reduce the number of patients tested, reduce deaths, 

improve economics, and expand community coverage. 
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