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 The coronavirus disease 2019 (COVID-19) epidemic still impacts 

every facet of life and necessitates a fast and accurate diagnosis. The 

need for an effective, rapid, and precise way to reduce radiologists' 

workload in diagnosing suspected cases has emerged. This study 

used the tree-based pipeline optimization tool (TPOT) and many 

machine learning (ML) algorithms. TPOT is an open-source genetic 

programming-based AutoML system that optimizes a set of feature 

preprocessors and ML models to maximize classification accuracy 

on a supervised classification problem. A series of trials and 

comparisons with the results of ML and earlier studies discovered 

that most of the AutoML beat traditional ML in terms of accuracy. A 

blood test dataset that has 111 variables and 5644 cases were used. 

In TPOT, 450 pipelines were used, and the best pipeline selected 

consisted of radial basis function (RBF) Sampler preprocessing and 

Gradient boosting classifier as the best algorithm with a 99% 

accuracy rate. 
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1. INTRODUCTION 

On March 11th, 2020, the world health organization (WHO) declared coronavirus disease 2019 

(COVID-19), the sickness caused by the COVID-19 virus, as a pandemic. This pandemic has impacted all 

facets of life. Despite significant medical developments and a comprehensive vaccination campaign in some 

countries, the situation remains uncontrollable [1]. The biggest issue is that COVID-19, in its later stages, can 

cause the failure of the lungs, which might result in mortality. People nowadays use polymerase chain 

reaction (PCR) or computed tomography scan (CT) to determine whether they have COVID-19 or not. 

However, PCR and CT scans are more expensive and time-consuming than our suggested diagnostic 

technique, blood tests. Therefore, many attempts are tried to improve the accuracy of blood testing [2]. 

Previous studies have used machine learning (ML) methods to detect COVID-19 [3]. One of the most 

popular and essential tasks in ML is classification. 

Moreover, choosing the best classification algorithm for a particular dataset is difficult because an 

algorithm's predicted performance is heavily influenced by the dataset's properties and hyperparameter 

settings [4]. Therefore, skilled ML practitioners know the importance of designing practical ML algorithms. 

Furthermore, creating ML pipelines is time-consuming and requires professional field knowledge [5]. 

Therefore, there will be an increasing need for more accessible, adaptable and scalable data science tools as 

https://creativecommons.org/licenses/by-sa/4.0/
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the field grows more and more popular. In response to this need, researchers working on AutoML have 

started developing systems that automate the creation and improvement of ML pipelines. Over the years, 

various AutoML strategies have been developed to address the above challenges [6]. For example, a tree-

based pipeline optimization tool (TPOT) is one of the AutoML tools that automatically creates and optimizes 

ML pipelines for the problem domain [7]. In short, TPOT uses a variant of genetic programming (GP), a 

classification and clustering system based on evolutionary learning where encoding the chromosomes into 

trees is a highly flexible heuristic tool. 

Furthermore, GP generates a classifier as a search and optimization algorithm [8]. The authors [9], 

[10] used a blood test dataset to detect COVID-19. Nevertheless, their studies have some limitations, such as 

low accuracy or small dataset. This paper proposes a model based on one of the AutoML tools (TPOT) 

developed to tackle the above limitations, tries to diagnose the COVID-19 virus based on a routine blood 

tests model, and finally tries to find answers to the following questions: 

a. Is it possible to reach a higher accuracy using AutoML? 

b. Could artificial AutoML replace data scientists? 

    The structure of this paper is divided as follows: The definitions and background of ML and AutoML are 

described in Sections 2. Related works are presented in Sections 3, while the methodology is described in 

detail in Sections   4 , the results and discussion are presented in Sections 5. Finally, Sections 6 illustrates the 

conclusion. 

 

 

2. BACKGROUND 

2.1.  Machine learning 

"ML is a branch of artificial intelligence that focuses on developing systems that can learn from 

examples and improve without being explicitly programmed" [11]. ML is beneficial in various situations. A 

single ML method may frequently simplify code and improve performance for problems requiring long lists 

of rules or much hand-tuning [12]. These systems are classified according to the amount and type of 

supervision they receive during their training. The four major categories are supervised, unsupervised, semi-

supervised, and reinforcement ML. Methods such as k-nearest neighbors (k-NN) [13], linear regression (LR) 

[14], logistic regression (LR) [15], support vector machines (SVM) [16], decision tree (DT) [17], random 

forest (RF) [18], Gradient boosting classifier [19], and neural network (NN) [20] are some of the most 

popular supervised learning algorithms. Unsupervised learning algorithms are also helpful in clustering 

methods like k-means [21], [22], hierarchical cluster analysis [23], and principal component analysis (PCA) 

[24]. 

 

2.2.  Automated machine learning (AutoML) 

AutoML automates the end-to-end process of applying ML to real-world problems. In a typical ML 

application, data preprocessing, feature extraction, feature selection, and other tasks must be made correctly 

so that the data fits the target ML task. Practitioners must also experiment with alternative learning models, 

tune their hyperparameters, and optimize their normal parameters to get good outcomes. Non-experts are 

generally unable to complete most of these steps; therefore, AutoML is presented as an artificial intelligence-

based answer to the ever-increasing problem of ML applications. Automating the end-to-end process of 

applying ML provides more straightforward solutions, faster construction of those solutions, and models that 

frequently outperform models created manually. AutoML has the potential to dramatically lower the barrier 

to entry for non-experts when it comes to using ML techniques [25]. These approaches, which seek the best 

combination of classification algorithms and hyperparameter settings to optimize prediction performance in 

an input dataset, are an emergent approach to solving this challenge. There are several AutoML platforms to 

choose from [26]. 

 

2.3.  TPOT tool operations 

One of the earliest AutoML techniques and open-source software programs created for the data 

science community was TPOT. In the operations of TPOT, each GP primitive or ML pipeline operator 

corresponds to an ML tool. For example, scikitlearn is a python ML tool for which TPOT is a wrapper [5]. 

TPOT has numerous data processing operations, each of which has many operators. These operators are 

combined as GP primitives to form a GP tree that enables automatic ML. This paper discusses the following 

four operators [27]. 

1) Preprocessors. The TPOT tool's operator scales features using the sample mean and variance (standard 

scaler), scales features using sample median and interquartile range (robustscaler) and produces 

interactive features using a polynomial combination of numerical features (polynomial features).  

2) Decomposition. Randomized PCA, a variant of PCA that uses randomized singular value decomposition 

(SVD), is used to decompose the dimensionality reduction. 
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3) Feature selection. Select KBest, select percentile, and variance threshold are feature selection operators in 

this tool. First, KBest was selected, meaning that the top K features were chosen; when the percentile was 

selected, the top K percentile of features was chosen. Finally, when the variance threshold was 

established, the threshold was set, and any feature that did not meet it was rejected. In addition, 

SelectKBest with chi-square tests and mutual information was used to pick features. 

4) Models’ selection. This tool includes a DT, RF, Gradient boosting classifier, SVM, LR, and a K-NN 

classifier for supervised learning. The signal data set serves as the tree's leaves in any tree-based pipeline. 

The tree nodes execute four different forms of processing: preprocessing, decomposition, feature 

selection, and model selection, before passing the input to the downstream node. In addition, a dataset 

combination operator can combine several copies of the dataset being processed into a single dataset. This 

node then processes the dataset; the GP approach automatically creates and optimizes these tree-based 

pipelines. Algorithm 1 demonstrates the steps of TPOT pipeline operation based on the GP approach 

Figure 1 shows the example of the genetic programming pipelines. 

 
Algorithm 1. TPOT's AutoML pipeline  

Data: input x; target y 

Input: the number of generation g; population size p; mutation rate m; crossover rate c 

Output: the best ML pipeline implemented as a TPOT operation 
Start  

     Population  initialize random tree (size=p); 
     a=1  

     For a= 1 to  g   do 

       Train and score all trees in the population  
         For b = 1 to p do 

              Train pipeline (population [b], x, y); 

              Pop fitness[b] score   pipeline (population[b], x, y);                                                  
         End 

           Copy the most suitable tree to 10% of the new population   

          For t = 1 to p  ×0.1 do 
                 New population [t]    population [agr max (pop fitness)]; 

          End 

             Fill the remaining 90% with the best tournament top teams. 

         For n = 1 to p  ×0.9 do 

              Run a tournament on random three tree   

             Top tem   run tree way tournament (population) 
             Population [(p ×0.1) +n] top tem 

          End 

          Perform one point crossover on 5% of the new population 
          One point crossover (random choice (new population, 0.05)); 

          Mutate (random choice (new population, 0.9)); 

          Populationnew population 
    

     End 

     return population [arg max (pop fitness)] 
  End 

 

 

 
 

Figure 1. Genetic programming pipeline operations 
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3. RELATED WORK 

Using blood tests to diagnose COVID-19 is uncommon; however, some studies have covered 

similar ideas using a dataset. In this paper, some of these studies will be mentioned in Slovenia, [28] 

employed deep neural network (DNN), RF, and extreme gradient boosting (XGBoost). These algorithms 

were used to construct models predicting COVID-19 diagnoses based on routine blood test results. The 

researchers analyzed data from 5333 patients hospitalized in the Department of Infectious Diseases at the 

University Medical Centre Ljubljana. One hundred sixty tested positive for HIV. The best results came from 

XGBoost, with an area under the ROC curve (AUC) of 97%, a sensitivity of 81%, and a specificity of 97%. 

In 2020, Almansoor and Hewahi [29] investigated the association between COVID-19 and blood tests using 

ML techniques. AdaBoost, library for support vector machines (LIBSVM), RF, k-NN, and ensemble learning 

were employed in this research. A real dataset from a Brazilian hospital was used to test the models. It 

includes 5644 occurrences and 111 variables. In terms of accuracy, all of the ML models performed well, 

including LIBSVM (70%), AdaBoost (85%), K-NN (78%), and RF (76%) accuracy percent. In comparison, 

the ensemble model achieved a 65% accuracy rate. Because all models had a low true positive rate (TP), this 

study may suggest that having a standard blood test does not help identify COVID-19. The TP rate may also 

be lowered if the data is unbalanced. A future research direction would be to use the other ML models on 

more and various real datasets. In 2021, Izdihar et al. [30], the AutoML method; study collected 70 chest x-

ray (CXR) photos from a hospital in Kuala Lumpur to investigate the sensitivities of detection and evaluate 

the accuracy of the classifier performance. TPOT has an accuracy result of 0.83, and K-NN was chosen as 

the best pipeline. In 2019, Javel et al. [31] used a (TPOT) and proposed a model for epileptic seizure 

identification via electroencephalogram (EEG) inputs to TPOT. The dataset was obtained from the University 

of California at Irvine's ML repository. It features a 23.6-second recording of 500 people's brain activity. In a 

single grid search, there are 90 pipeline configurations for evaluation, with roughly 450 models fitted and 

assessed against the training data. The best pipeline has the highest cross-validation score in the run at 

95.94%. [32] This study predicted COVID-19 via data analysis (DA) and ML models based on patient 

clinical data. The authors presented five models to be trained and evaluated according to well-defined 

evaluation criteria, aiming to select the best model. They established the "SVM" as the best model, then 

optimized it using "GridSearchCV" optimization. At the end of the optimization, the performance remained 

the same: an accuracy of 0.99, a recall of 0.93, and a perfect specificity of 1.0 on the first dataset collected 

from the Hospital Israelita Albert Einstein So Paulo Brasilia dataset. Then the authors applied for the same 

work with a different dataset collected from Raffaele Hospital Milan Italia. Once more, the SVM presented 

the best performance: 92.86%, 93.55%, and 90.91% for accuracy, sensitivity, and specificity, respectively. 

[33] This study developed an ML model using 27 standard laboratory tests and patient demographic 

features.to predict an individual's COVID-19 infection status. Four popular classifiers were used, with 

laboratory testing results to train a gradient boosting decision tree (GBDT) model from 3,356 SARS-CoV-2 

PCR-tested patients evaluated at a metropolitan hospital. The model achieved an AUC of 0.854 (95% CI: 

0.829–0.878). [34] By applying the XGBoost algorithm, the authors propose a COVID-19 diagnosis model 

based on patient symptoms and routine test results. The XGBoost model achieved a sensitivity of 92.5% and 

a specificity of 97.9% in discriminating COVID-19 patients from influenza patients. Furthermore, the AUC 

is over 0.9 for all clusters. The high AUC for the cluster may not be accurate because it contains more 

missing data fields. 

 

 

4. METHOD  

TPOT and many ML algorithms have been used to determine the positive and negative cases of 

COVID-19. This paper first discusses the COVID-19 dataset and the steps needed to prepare the data for the 

model. The collected data contains some noise and needs to be cleaned up. Therefore, it cannot be processed 

directly. Figure 2, Depicts the workflow steps as they are divided into four steps. The four steps are (loading 

dataset, data preparation, classification phase, and evaluation phase) as described in sections (4.1), (4.2), and 

(4.3) respectively. 

 

4.1.  Description and loading of the dataset 

Patients from Albert Einstein Hospital in So Paulo, Brazil, provided the anonymized data for this 

study [35]. Samples from patients were taken to complete COVID-19 tests and other lab work. The hospital 

submitted the data to Kaggle, covering the dates of March 28th and April 3rd, 2020. There are 5644 instances 

and 111 variables, with the COVID-19 dependent variable being one of them (positive or negative).  

COVID-19 was detected in 558 (~10%) of the 5644 tests, whereas 5086 (~90%) were negative, confirming 

that it is an unbalanced dataset [36]. 
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Figure 2. The workflow steps 

 

 

4.2.  Data preparation 

This data needs to be cleaned up first because it contains many NULL values and some columns 

contain categories without numbers. The process of data cleaning includes the following: 

a. Dropping the target ['SARS'] from the dataset. 

b. Filling all the NULL values using the mean and deleting the empty columns. 

c. Label encoding involves replacing categorical values with numerical ones. 

d. Balancing the dataset using the random over sampler technique, altering the size to 10172 rows by 

106 columns. 

 

4.3.  Classification model 

After preparing the dataset, two classification experiments are proposed; the first experiment applies 

the TPOT library for auto-classification of the data without any feature engineering because it does this 

process automatically, and the second experiment includes entering the data into ML algorithms with a 

default parameter without any feature engineering or dimensionality reduction. Then we will apply the 

dimensionality reduction using PCA before we enter it into the ML algorithms. More detail about these 

experiments will be discussed in the classification model sections. 

 

4.3.1. AutoMl (TPOT) classification model 

This part discusses the many TPOT experiments which were performed. Three different 

configurations were used, and the dataset was divided into 75% for training the model and 25% for testing 

the model and score pipelines based on classification accuracy with 5-fold cross-validation. To study the 

effects across all experiments, the TPOT gives different results in each experiment depending on the various 

settings of hyperparameters. TPOT provides different accuracy results, feature selectors, feature 

preprocessing, and algorithms. The implemented experiments are discussed following: 

a.  Experiment A. A TPOT with 450 pipeline configurations, including eight generations and 50 population 

sizes, was employed. 

b.  Experiment B. A TPOT with 180 pipeline configurations, including eight generations and 20 population 

sizes, was used. 

c.  Experiment C. A TPOT with 80 pipeline configurations, including three generations and 20 population 

sizes, was applied. 

This work has already discussed the details of TPOT at the command line. In which TPOT accepts 

several arguments. Equation (1) is used to calculate the number of pipelines used inside the TPOT. We used 

several of these command lines where the population size is the number of individuals retained in the GP 

population that is different for each generation; generation Iterations are required to complete the pipeline 

optimization procedure, and offspring size is the number of offspring to be produced in each generation of 

GP. 
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TPOT pipelines = POPULATION_SIZE + GENERATIONS x OFFSPRING_SIZE (1) 

 

4.3.2. Machine learning algorithms 

Another experiment used only the multiple ML algorithms defined in TPOT, such as LR, DT, RF, 

SVM, K-NN, XGBoost, Gradient boosting classifier, and NN. These algorithms used in two experiments: 

a. The ML algorithms with default parameters. 

b.  The ML techniques used along with the PCA for dimensionality reduction. Before performing 

PCA, outliers must be removed from the dataset, features must be scaled to comparable dynamic ranges 

(normalization), and missing data must be addressed. 

 

4.4.  Evaluation metric 

Accuracy is the recommended evaluation metric, which is based on the values: true negative (TN) 

and true positive (TP): The model correctly predicts the class (negative or positive). False negative (FN) and 

false positive (FP): The model wrongly predicts the class (switch negative and positive classes). As described 

in (2). 

 

𝐚𝐜𝐮𝐮𝐫𝐜𝐲 =
𝐓𝐏+𝐓𝐍

𝐀𝐥𝐥 𝐬𝐚𝐦𝐩𝐥𝐞𝐬
 (2) 

 

 

5. RESULTS AND DISCUSSION 

This study uses AutoML tools (TPOT) to detect COVID-19 and compares the results of the TPOT 

with several ML algorithms. After making some adjustments as mentioned in section (4). When evaluating 

the models we note the TPOT performed exceptionally well in classification and even outperformed the ML 

algorithms. 

 

5.1.  Comparing the outputs of TPOT experiments 

Based on the trial-and-error method for determining the number of generations and population size, 

several TPOT experiments were conducted on the dataset. First, the classification accuracy of the pipelines 

was evaluated using the confusion matrix and 5-fold cross-validation. Figure 3 shows the confusion matrix of 

the TPOT experiments. The most accurate experiment was experiment A, with results where accuracy equals 

99%. TPOT used a predictive model for this experiment that included a Gradient boosting classifier and 

radial basis function (RBF) sampler preprocessing. 

Figure 3(a) illustrates the confusion matrix of experiment A, where 1,248 true positives have been 

accurately predicted, and the false positive number is zero. Hence, there is no positive case in which the 

model predicts a mistake, and of the 1,288 true negative cases, only 7 cases were false negatives. In 

experiment B, TPOT achieved 98% accuracy. The best algorithm for the predictive model consists of RBF 

sampler preprocessing and an XGBoost classifier. Figure 3(b), Shows the confusion matrix of this 

experiment where 1,248 true positive COVID-19 cases have been accurately predicted, and the false positive 

number is zero. These results are identical to previous findings, with 1,254 true negative cases and 41 false 

negatives. Finally, experiment C achieved the least accuracy at 94%, with the extra trees classifier as the 

estimator and XGBoost as the classifier model. Figure 3(c) shows the confusion matrix that contained 1,241 

true positive COVID-19 cases that have been accurately predicted out of 1,248 positive cases and 1,147 true 

negative cases out of 1,295 negative cases.  

 

5.2.  Comparing the outputs of ML algorithms 

This paper uses default parameters and the most known traditional ML algorithms defined in the 

TPOT library. These algorithms produced several different results than TPOT results. To check the effect of 

applying AutoML classification and the standard ML algorithms. First, we applied the same algorithm that 

gives the highest accuracy (Gradient boost classifier) with its hyperparameters and preprocessing steps 

produced from TPOT with the same ML algorithm (Gradient boost classifier). Similar results were obtained 

in both cases as a result equals 99%, while the result equals 67% when using (the Gradient boost classifier) 

with the default parameters defined in algorithm hyperparameters in Python. 

Furthermore, the result shows that The RF had the highest accuracy of the ML algorithms tested 

with default parameters with a score of 95%, while the NN achieved the lowest accuracy with a score of 49% 

using the standard NN algorithm. Figure 4. Shows the accuracy of the algorithms used. From these results, 

we can see the effect of setting hyperparameters and choosing the best preprocessing and feature extraction 

and selection using the concept of GP in the TPOT library rather than using the default parameters or 

preprocessing and feature extraction and selection. 
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(a) 

 

(b) 

 
 

(c) 

 

Figure 3. Shows the confusion matrix of many TPOT experiments in figures (a) Show the result of TPOT-

450 pipeline, (b) Show the result of TPOT-180 pipeline, and (c) Show the result of TPOT-80 pipeline. 

 

 

 
 

Figure 4. Accuracy of multiple ML with default parameters 
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5.3.  Comparing the outputs of ML algorithms with PCA 

This paper applied dimensionality reduction. Sometimes the number of features should be 

maintained to a minimum to reduce computational complexity. This work uses PCA with the same ML 

algorithms applied above. The DT and RF achieved the highest accuracy of the algorithms tested, with a 

score of 94%. In contrast, the LR achieved the lowest accuracy at 54%. All the features used are essential 

since we got less accuracy when reducing the dimensionality of the features, but it is an acceptable accuracy 

rate with a computational time less than applying ML algorithms alone. After that, this paper compares these 

results with those in previous works that used the same dataset [29] shown in Table 1. 

Interestingly, AutoML outperforms better than traditional ML. Figure 5. Shows the accuracy of 

these experiments. While in Figure 6, the accuracy of ML and TPOT was shown. Finally, Figure 7 shows the 

accuracy of ML with PCA and TPOT. 

 

 

 
 

Figure 5. Accuracy of ML learning with PCA and default parameters 

 

 

 
 

Figure 6. Shows the accuracy of ML and TPOT 

 

 

 
 

Figure 7. Shows the accuracy of ML with PCA and TPOT 
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Table 1. Comparison with state-of-the-art methods 
Study Method Accuracy 

[29] AdaBoost 
LIBSVM 

RF 

K-NN 
ensemble learning 

85% 
70% 

76% 

78% 
65% 

Propose method TPOT-450 pipeline 99% 

 

 

6. CONCLUSION 

This study developed a model for COVID-19 diagnosis by using (TPOT). The blood tests dataset is 

used and fed to TPOT after balancing it. Additionally, many experiments were run using TPOT with different 

parameters and compared the results were too many ML algorithms. Also, apply ML with PCA. It was 

discovered that feature preprocessing and algorithms with the parameters obtained via TPOT resulted in 

high-performance accuracy for COVID-19 detection. Depending on the parameters we choose, TPOT 

produces different results. The more pipelines are employed, the better the results and accuracy. Furthermore, 

we answered most of the questions posed in this paper and concluded that AutoML is superior to traditional 

ML. It shortens most programming steps, making it a valuable tool for beginners and those without sufficient 

programming experience. However, AutoML will not replace data scientists anytime soon. It is a tool to help 

data scientists and is a great way to clarify this complex field for non-experts so they can learn from the ML 

experience. Also, in some situations, there is no need for an expert data scientist to handle the 

hyperparameters tuning and choosing the best preprocessing steps and feature engineering to achieve higher 

accuracy. 
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