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 The availability of drug abuse data from the official website of the National 

Narcotics Board of Indonesia is not up-to-date. Besides, the drug reports from 

Indonesian National Narcotics Board are only published once a year. This 

study aims to utilize online news sites as a data source for collecting 

information about drug abuse in Indonesia. In addition, this study also builds 

a named entity recognition (NER) model to extract information from news 

texts. The primary NER model in this study uses the convolutional neural 

network-long short-term memory (CNNs-LSTM) architecture because it can 

produce a good performance and only requires a relatively short computation 

time. Meanwhile, the baseline NER model uses the bidirectional long short-

term memory-conditional random field (Bi-LSTMs-CRF) architecture 

because it is easy to implement using the Flair framework. The primary model 

that has been built results in a performance (F1 score) of 82.54%. Meanwhile, 

the baseline model only results in a performance (F1 score) of 69.67%. Then, 

the raw data extracted by NER is processed to produce the number of drug 

suspects in Indonesia from 2018-2020. However, the data that has been 

produced is not as complete as similar data sourced from Indonesian National 

Narcotics Board publications.  
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1. INTRODUCTION 

Named entity recognition (NER), which is a part of natural language processing (NLP), has been 

widely used in various studies and is still under improvement until now. Several researchers have developed 

NER model architectures ranging from rule-based NER [1]–[3] to deep learning NER [4], [5] on the corpus of 

certain languages and in the general domain and certain domains. In general, NER research tends to focus more 

on building various types of NER model architecture in a particular language corpus to produce the best 

performing NER model architecture [6]–[8]. 

NER research with the Indonesian language corpus is generally an implementation of the existing 

NER model architecture and then applied to the Indonesian language corpus with a general domain coverage 

[5], [9], [10]. Research related to NER with a general domain scope is usually characterized by the use of 

general entities such as name of person (PER), name of place/location (LOC), and name of organization (ORG) 

without any specific purpose for what needs these entities are chosen. Research related to the application of 

Indonesian language NER in certain specific domains, such as [11]–[14], is quite rare. In fact, many 

applications of NER can be carried out in certain specific domains, such as the application of NER to extract 
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information on dietary recommendations [15], the application of NER in the biomedical field [16], the 

application of NER for cyber security [17], to the application of NER in agriculture [18]. 

On the other hand, in the worrisome threat of drug danger in Indonesia, there are still problems related 

to the availability of drug data by the National Narcotics Board that is not up-to-date and the relatively long 

period of publication of drug case reports (one year). The Indonesian National Narcotics Board should be able 

to provide up-to-date information that is easily accessible to the public as it is one of the state institutions that 

plays important role for preventing drug abuse in Indonesia. Based on the problems described, online news can 

be an alternative to obtain various information related to drug cases in Indonesia. Moreover, the information 

related to drug cases in online news is relatively easy to find. In addition, the information contained in online 

news is up-to-date and actual information. These can be a basis for making online news a source of data in 

obtaining information related to drug cases in Indonesia. 

NER is part of NLP that usually uses unstructured sources such as text as data sources [19]. In this 

study, various information related to drug cases in Indonesia is not manually collected directly from an online 

news text. There needs to be a tool that can extract entities that contain information related to drug cases from 

the news text. Therefore, the NER model can be used to extract the required entities in this study. 

Recently, deep learning-based NER has outperformed its previous NER methods, such as rule-based 

NER and machine learning-based NER [20]. The architecture of deep learning-based NER is also quite diverse. 

However, [8] state that the CNNs-LSTM NER model architecture can produce good performance by requiring 

relatively shorter computational times. In addition, using a framework in building the NER model will simplify 

the modeling process. One common NER framework is Flair which already provides the Bi-LSTMs-CRF NER 

architecture that refers to [7]. 

Based on the explanation above, this study utilizes the NER model to extract drug case data from 

online news in Indonesia. The primary NER model architecture used in this study is CNNs-LSTM NER which 

refers to [8]. In addition, this study also utilizes the flair framework to build the baseline NER using the Bi-

LSTMs-CRF architecture that refers to [7]. The baseline NER model is used as a benchmark to see whether or 

not the performance produced by the primary NER is good.  

 

 
2. METHOD  

2.1.   Data collection 

The study began with data collection by scraping on one of the online news sites in Indonesia, 

Okezone. This scraping process gets carried out using the Selenium module with the Python running on Google 

Collaboratory. The news text data taken is news text related to drug cases. The scraping process uses "drug 

abuse case" as the search keyword. Elements of news articles collected in the scraping process include article 

titles, article links, article release dates, and the content of the news text of the article. The articles collected 

are all searched articles results starting from articles with dates from November 14, 2007, to November 15, 

2021. The total number of news articles collected was 3,379 news articles. 

 
2.2.  Data processing 

This section begins by manually filtering the collected articles. Unrelated articles are not included in 

the dataset. News articles used for the dataset are articles that provide information related to the arrest of drug 

abusers and contain information related to other entities, and articles that contain information related to the 

accumulation of drug cases that occurred in certain areas and at certain times. In addition, the most informative 

article is chosen if there is a similarity between two or more articles. There are 1,411 articles selected for the 

dataset of this study. Furthermore, data cleaning is done by removing unnecessary characters and redundant 

spaces. In addition, all characters in the text are lowercase. 

The following process is tokenization which is the process of separating the text into small units called 

tokens. There are 421,634 tokens in total from the dataset. Each token gets labeled according to its entity 

category. The entities used in this study include suspect identity (SUS), date (DATE), type of drug evidence 

(NAR), drug evidence unit (UNIT), location of city or province where the suspect was caught (LOC), number 

of the case (CASE), miscellaneous (MISC), and other (O). This study uses the begin inside other (BIO) scheme 

for the labeling process. A total of 45,348 tokens are labeled as primary entities, and the remaining 376,286 

tokens are other (O) entities. The number of tokens for each entity category is shown in Table 1. The dataset 

is split into three parts. Those are training data (80% of the dataset), validating data (10% of the dataset), and 

testing data (10% of the dataset). The number of articles used in training data, validating data, and testing data 

are 1,142 articles, 127 articles, and 142 articles, respectively. 
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Table 1. Number of token for each entity 
Entity Number of Tokens Entity Number of Tokens 

B-CASE 119 I-DATE 4,912 

B-DATE 1,810 I-LOC 1,392 

B-LOC 5,007 I-MISC 3,196 

B-MISC 3,914 I-NAR 1,119 

B-NAR 6,591 I-SUS 1,914 
B-SUS 9,110 I-UNIT 3,098 

B-UNIT 3,055 O 376,286 

I-CASE 111 - - 

 

 

2.3.  Word embedding 

Word embedding is a representation of a word in a vector form. Some commonly used word 

embeddings are Word2Vec [21], GloVe [22], and FastText [23]. This study uses FastText pre-trained word 

embedding. The NER model that uses pre-trained word embedding has better performance than the model that 

uses ordinarily trained word embedding [7]. The NER model from [5] resulted in much better performance 

when using FastText as word embedding compared to when using Word2Vec and GloVe. In addition, FastText 

has provided word embedding for the Indonesian language corpus.  

 

2.4.  NER modeling 

In this study, NER modeling consists of three parts [8] which are character-level and word-level 

encoder and tag decoder. Character-level and word-level encoder of the primary NER model uses CNN 

architecture, while the baseline model uses Bi-LSCRFTM architecture. Meanwhile, the tag decoder part of the 

primary NER model uses the LSTM architecture, while the baseline model uses CRF. The hyperparameters 

tuning of the primary NER model is carried out on the type of optimizer, the amount of the learning rate value, 

and the number of dropout layers in the model. The primary NER model uses the Keras module, while the 

baseline model uses the Flair framework. 

 

2.5.  Model evaluation 

Evaluation of the NER model is generally done by calculating the value of precision, recall, and F1 

score [24]. These three values are obtained by first calculating the number of false positives (FP), false 

negatives (FN), and true positives (TP). False positive is an outcome where the model incorrectly predicts the 

primary entity (other than the O entity), whereas true positive is an outcome where the model correctly predicts 

the primary entity. A false negative is an outcome where the model incorrectly predicts the O entity.  

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (1) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (2) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
 (3) 

 

2.6.  Further processing of extracted data 

This study also shows an overview in the form of data obtained from the extraction by the primary 

NER model. The data used in this section are news articles from the dataset (the same dataset that is also used 

for NER modeling) released only from 2018 to 2020 that are then entered into the primary NER model to 

perform the extraction stage. The number of articles used for each year is 99 for 2018, 98 for 2019, and 112 

for 2020. The data extracted by the NER model is still raw. Thus, further processing is needed so that the 

resulting data will be unique for each case and each entity (no duplication of entities for each occurrence). 

In this study, further processing of the extracted entity only processes the SUS entity. The purpose is 

to obtain the number of drug suspect data. Further processing is carried out using simple rules and has 

considered the uniqueness of the entity (eliminating redundant entity). The description of the extracted data 

displayed is data related to the number of suspected drug cases in Indonesia from 2018 to 2020. Then, the data 

get compared with similar data sourced from the annual publication of the National Narcotics Board. 

 

 

3. RESULTS AND DISCUSSION  

3.1.  Architecture of CNNs-LSTM NER (Primary NER) 

The first step is to download the FastText model for the Indonesian language corpus. The dimension 

of the word vector used is 300. This number is chosen based on [5] which utilizes FastText for the word 
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embedding and uses a word vector dimension of 300. Another thing to be prepared before carrying out the 

training process on the model is the input data for the modeling. The input data include word vectors, character 

indexes for each token, and label indexes. 

The NER modeling carried out on the primary model consists of three parts (character-level encoder, 

word-level encoder, and tag decoder) [8]. The primary NER model uses the CNN architecture for the character-

level encoder. This CNN architecture is almost similar to the architecture used in [8]. Figure 1(a) shows the 

architecture of the primary NER model for the character-level encoder section. 

The character-level encoder section begins with embedding all character indexes using a uniform 

distribution with the interval -0.5 to 0.5 [6]. After that, the results are entered into two convolutional layers. 

Each convolutional layer uses 50 filters, kernel widths of 3, 1 stride, and a rectified linear unit (ReLU) 

activation function [8]. There is a dropout layer between the two convolutional layers with a 0.5 dropout rate 

value. After going through the convolutional layer, the resulting vectors are entered into the max pooling layer. 

The chosen vector will be concatenated with the word vector from the previous word embedding. 

The following part is the word-level encoder. The architecture is shown in Figure 1(b) and is almost 

similar to the previous part. However, this section does not have a max pooling layer and has a different 

concatenating vector stage at the end. This part consists of two convolutional layers and a dropout layer 

between the two convolutional layers. Each convolutional layer uses 800 filters, kernel widths of 5, 1 stride, 

and a ReLU activation function [8]. The resulting vectors are concatenated with the input vectors from this 

section.  

 

 

  
(a) (b) 

 

Figure 1. The architecture of, (a) character-level encoder and (b) word-level encoder of CNNs-LSTM NER 

 

 

The last part is the tag decoder section. The architecture used in this section is the LSTM architecture 

shown in Figure 2. There is no architectural difference in the tag decoder part between this study and [8]. This 

section consists of one LSTM layer and a dense layer at the end. The LSTM layer uses a unit value of 250 (the 

dimension of the resulting vector is 250) and is close to the unit value used for the LSTM layer in [6], with a 

value of 275. Other parameter values determined in this part are a sigmoid activation function in the recurrent 

section, a tanh activation function for the output section, a 0.5 dropout rate value for the input section, and a 

0.25 dropout rate value for the recurrent part. 

The output of the LSTM layer will become an input for the softmax activation function. Softmax 

produces a value of probability for each element in its output vector. If all elements in an output vector are 

summed up, the result will be worth one. The output vector index whose corresponding element is the highest 

will become the predicted label index by the model.  

 

3.2.  Hyperparameters tuning 

The hyperparameters tuning is carried out on the type of optimizer, the magnitude of the learning rate 

value, and the number of dropout layers in the model. This study uses adaptive moment estimation (Adam) and 

Nesterov-accelerated adaptive moment estimation (Nadam) as Adam was also used by [8] in its modeling, and 

Nadam was able to produce the best NER model performance compared to the use of other optimizers in [4]. 

This study uses 0.001 for the learning rate as it was also used in [8]. Meanwhile, 0.002 is used for the learning 

rate as this is the best learning rate value for the Adam or Nadam optimizer based on [25]. This study adds two 

more dropout layers to reduce overfitting in the model [26]. The two additional layers are each placed in the 
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section after concatenating at the word-level encoder stage and in the section after passing through the LSTM 

layer at the tag decoder stage.  

 

 

 
 

Figure 2. Architecture of tag decoder of CNNs-LSTM NER 

 

 

3.3.  Training and validation on primary NER model 

The training process is carried out on eight models. Those are all possible models with combinations 

of various possible hyperparameter options used in these models. The epoch value used in conducting the 

training process is 25. It is due to [4] that showed the unimproved NER training performance after the 20 th 

iteration and above. Following this statement, [6] also stated that the NER model training process carried out 

using an epoch value of more than 18 caused a decrease in model development performance due to overfitting. 

In each iteration, the first thing to do is to divide the training data into several batches based on its 

length (text length). This study uses sparse categorical cross-entropy for the loss function, as it is commonly 

used in Keras if the output data type is categorical. In addition, the metrics values such as precision, recall, and 

F1 score are calculated in the training process. Those metrics are also computed in the validation process to 

determine the best model in the entire modeling iteration for a particular model. The model that has the highest 

F1 score at the validation stage will be the best model representing each possible model. 

 

3.4.  CNNs-LSTM NER (Primary NER) modeling results 

Table 2 shows the testing results carried out on the eight models that have been built using different 

hyperparameter options. It shows that the performance is not much different between all the models. The gap 

between the model with the best and the lowest F1 score performance is only 0.81%. However, the model 

chosen as a representation of the primary NER model is a model that uses hyperparameters, which include a 

learning rate of 0.001 with four dropout layers and an Adam optimizer. It results in 82.54% of F1 score 

performance. 

 

 

Table 2. Testing results of primary NER model 
No Hyperparameters Precision Recall F1 score 

1 lr=0,001; Adam; 2 dropout layers 82.50% 82.47% 82.48% 

2 lr=0,001; Adam; 4 dropout layers 80.73% 84.44% 82.54% 
3 lr=0,001; Nadam; 2 dropout layers 83.30% 81.50% 82.39% 

4 lr=0,001; Nadam; 4 dropout layers 78.53% 85.20% 81.73% 

5 lr=0,002; Adam; 2 dropout layers 80.60% 83.76% 82.15% 

6 lr=0,002; Adam; 4 dropout layers 79.54% 84.48% 81.93% 

7 lr=0,002; Nadam; 2 dropout layers 81.00% 84.10% 82.52% 
8 lr=0,002; Nadam; 4 dropout layers 80.23% 84.76% 82.43% 

 

 

3.5.  Performance evaluation of primary NER and baseline NER 

Based on the results shown in Table 3, the primary NER model exceeds the performance of the 

baseline NER model. The F1 score for the primary NER model is 82.54%. Meanwhile, the baseline NER model 

results in 69.67% of the F1 score. Moreover, Table 4 shows the primary NER model performance on its entity 

level. The model predicts UNIT and CASE entities with the best performance (86% of the F1 score) among all 
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the entities. Meanwhile, the primary NER model can predict the LOC entity by obtaining an F1 score that only 

reaches 81%. 

 

 

Table 3. Performance of baseline and primary NER model 
No Model Precision Recall F1 score 

1 Bi-LSTMs-CRF NER (Baseline NER) 76.37% 64.04% 69.67% 

2 CNNs-LSTM NER (Primary NER) 80.73% 84.44% 82.54% 

 

 

Table 4. Entity level performance of CNNs-LSTM NER 
No Entity Precision Recall F1 score 

1 SUS 80.21% 89.74% 84.71% 

2 DATE 77.94% 90.57% 83.78% 
3 LOC 75.21% 87.83% 81.03% 

4 NAR 80.86% 91.00% 85.63% 

5 UNIT 81.21% 91.53% 86.06% 

6 CASE 81.23% 91.38% 86.01% 

7 MISC 80.73% 84.45% 82.54% 

 

 

For the baseline NER, the performance on its entity level is shown in Table 5. It is clear that the 

baseline NER model failed to predict CASE entities because the performance generated is 0%. In addition, the 

low prediction result also happens to the MISC entity that only produces 6.39% performance. Meanwhile, the 

baseline model can predict a NAR entity with the best performance (90.66% of the F1 score).  

 
 

Table 5. Entity level performance of Bi-LSTM-CRF NER 
No Entity Precision Recall F1 score 

1 SUS 74.79% 57.34% 64.91% 

2 DATE 73.71% 88.52% 80.43% 

3 LOC 59.17% 67.04% 62.86% 
4 NAR 95.38% 86.39% 90.66% 

5 UNIT 79.09% 83.33% 81.16% 

6 CASE 0.00% 0.00% 0.00% 

7 MISC 31.82% 3.55% 6.39% 

 

 

3.6.  Extracted drug suspect data results 

Further processing is only carried out on SUS entities and only focuses on the B-SUS entity. It is 

divided into two treatments. First, if the token detected by the model consists of letters, it is assumed to contain 

information regarding the identity of the drug suspect. Then, the number of suspects is counted based on the 

uniqueness of the B-SUS entity. For the second type of treatment, if the token consists of numbers, it is assumed 

to contain information regarding the number of perpetrators in an arrest. Lastly, all the number of suspects 

obtained both from the first and the second treatment will get accumulated for each article. 

Based on Table 6, the drug suspects data obtained from the extraction of online news articles are still 

far below the data from the Indonesian National Narcotics Board publications. It can be caused by the number 

of online news articles used in this study, which are limited and sourced from the Okezone site only. The 

completeness of information from online news can also be of particular concern. The related drug abuse cases 

are not often published online. Various completeness limitations of information on drug cases available on 

online news will probably affect the completeness of the data produced.  

 

 

Table 6. Number of drug suspects data 
No Source 2018 2019 2020 

1 Extracted data from online news 404 354 417 

2 Publication of National Narcotics Board 59,536 52,709 58,764 

 

 

4. CONCLUSION  

This research has utilized online news to obtain information on drug abuse cases in Indonesia. The 

news site used is Okezone. The CNNs-LSTM NER (Primary NER) model has been successfully built by 

performing hyperparameters tuning on the value of the learning rate, the number of dropout layers, and the 
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type of optimizer in the modeling process. The primary NER model was able to significantly exceed the 

performance of the Bi-LSTMs-CRF NER (Baseline NER) model. The resulted F1 scores of the two models 

are 82.54% for the primary NER and 69.67% for the baseline NER. This research has also carried out further 

processing on the SUS entity to produce data on the number of drug suspects that occurred in Indonesia from 

2018 to 2020.This study recommends several things for further research: i) Adding more sources of online 

news sites used, ii) Using the easy data augmentation method, automating filtering processes, and adding more 

hyperparameter tuning options for further model development, and iii) performing further processing on other 

entities other than SUS using more complete validation rules and processes. 
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