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 According to the Public Health Agency of Canada (PHAC), the symptoms of 

chronic obstructive pulmonary disease (COPD) are shortness of breath, 

coughing, and sputum production. Many studies estimate that COPD will 

become the third-leading cause of death worldwide by 2030 (WHO, 2008). 

Pervasive healthcare systems cover healthcare issues, including chronic 

diseases; they help patients to manage their own health information and 

healthcare services at any time and in any place. We developed a COPD 

healthcare system based on a combination of the parameters of patients. The 

main goal is to avoid the severe phases of the disease by monitoring them. 

This combination of risk factors provides in total 600 profiles from data, 

with 88.5% accuracy. However, many studies have focused on and shown 

the issues of the effectiveness and accuracy of these systems. The problem is 

to apply a new classification model to detect the severe phases of the disease 

early. Therefore, instead of working on COPD parameters, we design and 

validate a profile-based classification model of patients. This model will 

facilitate the building of a rule-based framework. In addition, the accuracy of 

our extended COPD system is improved using the classification and 

separation of patients’ profiles. 
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1. INTRODUCTION 

Chronic obstructive pulmonary disease (COPD) is one of the leading causes of death in the United 

States, affecting 16 million Americans (National Heart, Lung, and Blood Institute) [1] and 1.7 million 

Canadians. In terms of its death rate, one Canadian dies from COPD every hour, translating to 24 people per 

day and one-third of those who die from lung disease in this country (BREATHE, the lung association) [2]. 

The World Health Organization (WHO) announced that worldwide, COPD affected nearly 200 million 

people in 2016 and caused the death of 3.17 million people in 2015 [3]. In addition, the disease has high 

financial costs: The direct and indirect economic burden of the disease in Canada, for example, exceeds three 

billion dollars (PHAC). Telemedicine is evolving to protect patients and prevent chronic disease 

exacerbations by allowing the interaction of medical staff and patients without travelling by managing the 

disease status using telecommunication frameworks. In 2019, Ajami et al. [4] argued, “Recent years have 

witnessed a widespread increase in the number of telemedicine projects. This kind of intervention can open a 

window into the COPD patient’s life to assist with self-management and prevent declines. Telehealth refers 

https://creativecommons.org/licenses/by-sa/4.0/
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to the remote monitoring and care of patients outside of the hospital setting. Typically, these systems are used 

for certain chronic diseases that are associated with frequent relapses. The role of telemedicine in COPD is 

still being discussed”. Another study in 2019 that Gisler [5] conducted described the role of telehealth in 

lowering the number of hospital readmissions by providing services aimed at improving patients’ quality of 

life: “However, research studies have shown that pulmonary rehabilitation (multidisciplinary services aimed 

at improving the quality of life in patients) managed to reduce readmissions by 56%”.The telehealth domain 

is related to pervasive computing, self-adaptation, and contextual awareness for patients. In 2020, Mcheick et 

al. [6] presented architecture for a context-aware self-adaptive system that can be used to develop a COPD 

healthcare telemonitoring system. The system is backed out by a medical rules engine in the COPD domain 

that is used as the knowledge base to determine safe ranges for patient’s biomarkers and external factors, then 

to detect the precluding actions needed to be taken to prevent severe exacerbations in the patient’s health 

state. 

Context-aware systems are an important topic in telehealth to reduce the risk of factors (context) of 

patients. Therefore, many studies have discussed the importance of these models. One of these studies  

(Kang et al. [7]) developed a context-aware framework that considered the ability of wearable sensors and 

middleware he althcare services to exchange information, while Oliveira et al. [8] proposed a decision-

making framework for public healthcare systems: It is a context-aware framework called “LARISSA” that 

was proposed for telemonitoring inside the family’s home. Kim et al. [9] proposed a pervasive ontology 

environment model that allows for extracting and classifying contextual information to implement healthcare 

services by considering medical references. Lo et al. [10] proposed a decision support system: The 

Ubiquitous Context-Aware Healthcare Service System (UCHS), which uses microsensors and integrates 

radio frequency identifier (RFID) to sense the user’s vital signs, such as heart rate, respiratory rate, blood 

pressure, blood sugar, temperature, and includes an electrocardiogram. In addition, Mcheick et al. [11] built 

an ontology healthcare model based on the current context of patients, which made monitoring processes 

more accurate and proved the importance of user activity to define the context of medical application. Ajami 

et al. [4] proposed an ontology-based model to support ubiquitous healthcare systems for COPD patients by 

executing a sequential modular approach consisting of patients, disease, location, devices, activities, 

environment, and services to deliver personalized, real-time medical care for COPD patients. This project 

aims to set safe and dynamic boundaries for vital signs and assess environmental risk factors. This solution 

implements an interrelated set of ontologies with a logical base of semantic web rule language (SWRL). The 

rules are derived from the medical guidelines and expert pneumologists’ definitions to handle all contextual 

situations. In 2019, Ajami et al. [4] presented validation for this proposition, where they explained the 

methods for extracting the medical rules of different contextual events. The research of Ajami et al. [4] 

examined the normal ranges of vital parameters during different activities of daily life and set a threshold for 

environmental conditions, whether indoors or outdoors, which was adapted to suit each patient’s medical 

profile: The accuracy for vital signs was 89%. Moreover, only 600 profiles are extracted using rule-based 

classification and ontology. This model of Ajami et al. [4] had high accuracy, but it can be improved by 

extracting and separating large number of profiles. Since the last decade, machine learning has been applied 

in the medical domain for diagnostic, context-aware healthcare systems, self-management, and treatment and 

to improve the management of big and complex data to make predictions and prevent risks. Many researchers 

have studied the capacity of machine learning in the medical domain to predict diseases, define risk 

thresholds, and develop interactive healthcare systems [12]–[14]. Several context-aware systems focus on the 

relevant attributes of COPD exacerbations due to the large number of attributes that affect COPD risk factors. 

Furthermore, Himes et al. [15] identified clinical factors that modulate the risk of progression to COPD 

among asthma patients. As a result of this study, a model composed of age, sex, race, smoking history, and 

eight comorbidity variables can predict COPD in an independent set of patients with an accuracy of 83.3% 

using the Bayesian network. Moreover, Amalakuhan et al. [16] used the Random Forest model, the accuracy 

was 75% when dealing with attributes and the highest correlation, with a focus on hospital readmission. In 

2012, Raghavan et al. [17] presented a model with an accuracy of 77% to identify patients at risk for COPD 

by combining eight components of the COPD assessment test (CAT) with smoking history and post-

bronchodilator spirometry. Stepwise logistic regression analysis was applied to define the variables related to 

the presence of airway obstruction. In another study, Mcheick et al. [18] suggested a system called the helper 

context-aware engine system (HCES), which aims to help medical staff and patients by making correct 

decisions through selecting the most relevant contextual attributes and predicting exacerbations for patients 

using Naïve Bayes. It had high accuracy (80%) when selecting attributes. Moreover, a study by Mcheick et 

al. in 2017 [19] extended the existing HCES [19] using the Bayesian network for prediction, and accuracy 

was improved to 81.5%. Similarly, the models presented in these references [15]–[19] have moderate 

accuracies and, therefore, were limited in this performance, mainly because in the medical domain, it is 

important to use many classification techniques to improve these models. In 2019, Cavailles et al. [20] 

suggested an machine learning model for the identification of patients’ profiles with a high risk of hospital 

https://ieeexplore.ieee.org/author/37274526300
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readmission for acute COPD exacerbations (AECOPD) in France to estimate the cost of re-hospitalization. 

However, this model did not take into account all parameters. It neglected the gold stage, smoking status, 

medication, and body mass index (BMI), but age, gender, and comorbidities were taken into consideration 

when classifying and applying the Decision Tree algorithm. In 2020, Vora et al. [21] also discussed COPD 

classification to predict COPD gold stages for patients using machine learning algorithms such as the support 

vector machine (SVM) and k-nearest neighbor (KNN). This model helps medical staff to predict the severity 

of patients’ COPD but does not address risk factors by defining thresholds in relation to patients’ profiles. 

In this paper, we focus on the context-aware, rule-based system using our study of Ajami et al. [4] 

by introducing supervised machine learning classification and creating patient groups, called profiles. This 

separation of profiles improves classification accuracy and simplifies the building of a rule-based, context-

aware system that combine multiple COPD parameters. Based on this analysis, this paper will answer the 

following questions: 

- How can we protect patients against risk factors? 

- How can we reduce the transition to a severe phase and disability using the context-aware, rule-based 

system that our research team developed [4]? 

In particular, we focus on how we can improve classification accuracy to help patients and 

physicians by defining vital sign thresholds for each profile. Our goal is to monitor the progress of COPD to 

improve treatment effectiveness and reduce risk factors; specifically, this paper aims to apply machine 

learning classification algorithms to improve the accuracy of rule-based healthcare systems for COPD 

patients’ statuses. Additionally, we design a classification model for COPD patients using profiles based on a 

combination of parameters. This model extracts the possible profiles using the separation of concerns 

technique. 

In this research, two types of classifications are performed using Naïve Bayes and decision tree 

algorithms on large medical datasets after performing data preprocessing and data combination for 

parameters that experts have defined [4]. The profile classification aims to define rules after the prediction of 

the patient profile, knowing that these rules are defined based only on vital signs. 

The contribution can be summarized in three points: 

− Apply machine learning algorithms to COPD using a large number of rules and data. 

− Combine COPD parameters into a large number of profiles based on what expert pneumologists [4] 

have defined, as well as on the separation of concerns. 

− Simplify the building of a rule-based framework using the discrete separation of concerns by classifying 

risk factors (parameters) in the profiles. 

This paper is organized: section 2 describes the proposed method. section 3 describes the proposed 

classification model, while section 4 presents the results of the experiments and a comparison with our 

previous research study of Ajami et al. [4]. Finally, section 5 concludes this research and proposes future 

work. 

 

 

2. THE PROPOSED METHOD  

In this research, we used the system as shown in Figure 1 composed of four layers proposed in [4], 

but with some modifications and extensions in the processing layer. We changed the ontology reasoning 

engine to the classification engine to separate patients according to their profiles to simplify the building of 

rules, decrease risk factors, and improve system accuracy. 

Our proposed architecture consists of four layers. The first is the acquisition layer, which allows for 

collecting patients’ data from different sources. This first layer can collect virtual and concrete data using 

existing databases and the internet of things (IoT) devices. Semantic formalization is often used to interpret 

complex information, which would make information meaningful and accessible to machines (second layer). 

This second layer uses the ontology as knowledge representation model in the most of the cases worldwide. 

The third layer is the principal layer for completing our proposition, and it contains the processing engine for 

data preprocessing combination and the classification engine that allows for the generation of rules according 

to profiles. This processing layer applies the algorithms of artificial intelligence to realize many tasks such as 

extract profiles and monitor patients (see details in section 3). The application layer is used for 

telemonitoring and risk assessment using the interfaces designed for physicians and users. 

As mentioned before, this paper aims to enhance the accuracy of a rule-based, context-aware 

healthcare system, and we use the data used Ajami et al. [4]. This medical dataset contains 339 929 records 

with a high number of dimensions (58). We describe the medical dataset for COPD patients used in this 

research to apply our model. Therefore, this description can help us to understand the targeted data of the 

research. The medical dataset contains parameters of COPD when defining profiles, as experts have defined 
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[4], such as age, gender, smoking status, BMI, comorbidities (1, 2, 3), COPD gold stage, and medication. 

Other parameters include the COPD patient’s historical vital signs during the levels of activity. 
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Figure 1. Healthcare system architecture 

 

 

3. METHOD: CONTEXT-AWARE MACHINE LEARNING CLASSIFICATION MODEL FOR 

COPD 

In this section, we present the context-aware classification model to apply “classification” to the 

medical dataset. Our model consists of five phases: First, we start with data preparation in the “data 

preprocessing phase” to get a clean and correct form of the data for our medical dataset. The second phase is 

the “data combination phase” using the final form of the records, which will allow us to extract profiles in the 

“profiles extraction phase”. We finish with the “classification phase”, followed by the “definition of 

monitoring rules based on the profiles of the patients phase” as shown in Figure 2. 

This model uses existing phases, such as data preprocessing in data science, classification 

application in machine learning, and rule-based algorithms in artificial intelligence, which were used when 

defining monitoring rules based on the profiles of patients. Our contribution is the data combination and 

profile extraction phases. Our model can be used for other healthcare systems, not only for COPD 

management. 

Furthermore, our model consists of a workflow, which was composed:  

− Data preprocessing 

− Data combination 

− Profile extraction 

− The application of machine learning classification 

− The definition of monitoring rules based on the profiles of patients 

 

3.1.  Data preprocessing 

Geeksforgeeks [22] defined data preprocessing as “a data mining technique, which is used to 

transform the raw data in a useful and efficient format”. During our data preparation or preprocessing, our 

goal was to have clean and efficient data while taking into consideration the sensitivity of patients’ medical 

records. Any record with a lack of features was ignored, and we performed two steps: a) Data cleansing and 

b) Data transmission. 

 

 

 

Contextual 

representation  
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Figure 2. Machine learning classifier model 

 

 

3.1.1. Data cleansing 

In our study, data cleansing was performed to handle missing data, so the first procedure was to 

remove records with attributes that had null or undefined values as shown in Figure 3; for example, we did 

not fill in missing values based on the average values because the data was highly sensitive and related to the 

patient’s life. As a result of the data cleansing, we got 331 462 records out of the 339 889 records (8427 

records were omitted). Before starting this step, we removed three features: height (cm), height (in), and 

weight (kg) because they were defined by the BMI feature (BMI = weight (kg) / [height (m)]2). In addition, 

we deleted the baseline temperature in Fahrenheit because it was a duplication of the data—we used only the 

Celsius metric. 

 

 

 
 

Figure 3. Example of deletion 
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3.1.2. Data transformation 

Data transformation was applied to transform the data into a meaningful and legible form to be used 

in classification. That is, it helped to make the data that the machine learning algorithms produced legible 

because they were math-based. Therefore, we replaced categorical values with numerical values. Table 1 

uses the numberical values of the stages. Table 2 transforms the BMI values in a digital value. Table 3 

converts medication correspondent values into a numerical value. Table 4 replaces comorbidities in 

numerical values as shown in Tables 1-4. 

 

 

Table 1. COPD gold stage correspondent values (stages) 
Stage Value 

Stage 1 1 

Stage 2 2 
Stage 3 3 

Stage 4 4 

 

 

Table 2. BMI correcpondent values (BMI) 
BMI Rang of BMI Value 

Underweight <18.5 1 

Healthy weight 18.5 to 24.9 2 

Overweight 25 to 29.9 3 
Obese 30 or higher 4 

 

 

Table 3. Medication correspondent values (COPD Medication) 
Formula  Value 

LABA + SABA prn 1 
LAAC + ICS + SABA prn 2 

LAAC + ICS + SABA prn + OCS 3 

LAAC + ICS + SABA prn + PDE4 4 
LAAC + ICS + SABA prn + Theophylline 5 

LAAC + ICS + SABA prn + Theophylline + PDE4 6 

LAAC + ICS + SABA prn + Theophylline 7 
LAAC + ICS + SABA prn + Theophylline + OCS 8 

LAAC + ICS + SABA prn + Theophylline 9 

LAAC + LABA + SABA prn 10 
LAAC + LABA + SABA prn + PDE4 11 

LAAC + LABA + SABA prn + Theophylline + OCS 12 

LAAC + LABA + SABA prn + Theophylline + PDE4 13 
LAAC + LABA + SABA prn +Theophylline 14 

LAAC + LABA + SABA prn + Theophylline 15 

LAAC + LABA + SABA prn + Theophylline 16 
LAAC + SABA prn 17 

LABA + Short-acting bronchodilator prn + Theophylline 18 
SAAC + SABA 19 

Short-acting bronchodilator prn 20 

 

 

Table 4. Comorbidity correspondent values (Comorbidities) 
Comorbidity Value 

Acid reflux 1 

Anemia 2 

Asthma 3 
Chronic kidney 4 

Congestive heart failure 5 

Coronary artery 6 
Diabetes 7 

Dyspnea 8 

High blood pressure 9 
Pulmonary hypertension 10 

None 0 

 

 

The second step was data normalization, which involved applying 0 and 1 values for the gender and 

smoking status parameters: 

− Male: 1; Female: 0 

− Smoker: 1; non-smoker: 0 
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Finally, we applied discretization to the age feature in Table 5. This discretization is based on the 

methods used by the experts (doctors). The intervals are used to identify the profiles of patients to apply 

different rules of these profiles. This discretization is given in Table 5 given. 

 

 

Table 5. Age correspondent values 
Value Age Range 

1 40-50 

2 50-60 
3 60-70 

4 70-80 

5 Greater than 80 

 

 

Table 6 contains the final form of the COPD parameters (features), such as gold stage, gender, age, 

BMI, smoking status, and comorbidity (1, 2 and 3). Experts (medicins) use these relevant parameters to 

handle the COPD disease. These parameters are relevant because they can reveal the exacerbations of 

patients.  

 

 

Table 6. Final-form parameters 
Gold Stage Gender Age BMI Smoking Status Comorbidity 1 Comorbidity 2 Comorbidity 3 Medication 

1 0 1 1 0 0 0 0 18 
1 0 1 1 0 0 0 0 19 

1 0 1 1 0 0 0 4 20 

1 0 1 1 0 0 0 8 20 
1 

1 

0 

0 

1 

1 

1 

1 

0 

0 

0 

0 

2 

4 

10 

0 

19 

19 

 

 

3.2.  Data combination 

Our main goal was to extract those profiles from the medical dataset that facilitated the patients’ 

classification or grouping. Therefore, we combined the COPD parameters that the experts defined in [4] 

(stage, gender, smoking status, age, BMI, comorbidities (1, 2, 3), medication). Moreover, data combination 

consists of taking values to be used in the combination from the dataset. Furthermore, we could not apply the 

combination to all of the existing values of the parameters because when a combination had no records, it 

was automatically omitted from the study since we only worked with real or occurring values as shown in 

Table 7. 

 

 

Table 7. Combination examples 
Gold 
Stage 

Gender Smoker Age BMI Comorbidity 
1 

Comorbidity 
2 

Comorbidity 
3 

Medication CONCAT Combination 

1 0 0 47 1 0 0 0 18 1–0–0–47–1–0–0–0–18 

1 0 0 48 1 0 0 0 19 1–0–0–48–1–0–0–0–19 

1 0 0 43 1 0 0 0 19 1–0–0–43–1–0–0–0–19 
1 0 0 44 1 0 0 0 19 1–0–0–44–1–0–0–0–19 

1 0 0 49 1 0 0 4 20 1–0–0–49–1–0–0–4–20 

 

 

To understand the combination of profiles, consider a patient with the following values: 

Stage: Stage 1 took 1 

Gender: Female took 0 

Age: 45 took 1 (between 40 and 50 when we use the experts’ proposal in [4] or 45 when ignoring the experts’ 

proposal) 

BMI: 18 took 1 

Smoker: No took 0 

Comorbidities 1: None took 0 

Comorbidities 2: Anemia took 2 

Comorbidities 3: Pulmonary hypertension took 10 

Medication: SAAC + SABA took 19 

Therefore, the combination of values would be: 
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Stage 1–female–45–18–non-smoker–none–anemia–pulmonary hypertension–SAAC + SABA 

After applying the parameters in the transformation phase, the values would be 1–0–1–1–0–0–2–10–19, 

which defines the combination of values to be used for profile extraction. 

Each unique combination comprised a group of patients that had the same parameters, for example: 

Patient X: combination 1–0–0–47–1–0–0–0–18 (with each number corresponding to a parameter value). 

Patient Y: combination 1–0–0–47–1–0–0–0–18 (which is the same combination as Patient X). 

 

 

3.3.  Profile extraction process 

We aimed to make the building of the rule-based system that Ajami et al. [4] proposed, which 

extracted 600 profiles, more efficient and simple. We designed a new model as shown in Figure 4 using the 

separation of profiles technique to extract and separate the most important profiles and maximize the number 

of profiles by applying data combination only for those parameters defined by expert in [4] (stage, gender, 

smoking status, age, BMI, comorbidities (1, 2, 3), medication). Then, we merged their values to extract 

unique combined values for defining a single profile. Finally, we selected all of the combinations with unique 

values, taking into consideration that many patients had the same profile because they had the same 

parameter combination. After combining the parameters, we extracted the patients’ profiles by selecting 

unique combinations. Each unique combination was assigned a specific number, following which we set a 

profile number for each patient as shown in Table 8. 

 

 

 
 

Figure 4. The algorithm used to identify the profiles of patients by combining the nine parameters 

Table 8. Profile assignment 
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Profile Gold Stage Gender Age BMI Smoking Status Comorbidity 1 Comorbidity 2 Comorbidity 3 Medication 

1 1 0 1 1 0 0 0 0 18 

2 1 0 1 1 0 0 0 0 19 
3 1 0 1 1 0 0 0 4 20 

4 1 0 1 1 0 0 0 8 20 

5 1 0 
0 

1 
1 

1 
1 

0 
0 

0 
0 

2 
4 

10 
0 

19 
19 

 

 

The profiles as shown in Table 9 were the classes to be predicted, but there was a multiclass 

classification problem because it was more complicated than binary classification [23]. We identified 600 

profiles as a simple model to extract more than twenty thousand rules [4]. Two classifications are proposed: 

a) Based on the expert’s suggestion and b) Based on the combination of the all the factors.  

 

 

Table 9. Extraction of profile 
Expert’s suggestion Expert’s suggestion neglected 

13546 Profiles 16065 Profiles 

 

 

3.4.  Classification algorithms 

Our proposal classified patients’ profiles using a multiclass classification. Therefore, two algorithms 

were used to accomplish this step: Naïve Bayes and decision tree. These algorithms are applied and 

evaluated. 

 

3.4.1. Naïve Bayes classifier 

This task was accomplished using the Python language and multiple libraries (Pandas, Scikit-learn, 

Numpy) [24]. This was a multiclass classification problem because we had more than two classes; it was 

slightly challenging to deal with this type of problem. Here we had two proposals, one defined by the experts 

in [4], and the other similar to the experts’ suggestion but without the discretization of the age feature. Naïve 

Bayes uses the Bayes theorem and is very reliable when using large data lengths. It is also simple and highly 

accurate [24]. 

Classification based on the experts’ proposal for age categories: 

− We had 13 546 classes (profile 1, profile 2 … profile 13 546). 

− The training set was for 70% of the data as shown in Figure 5. 

− The test set was for 30% of the data as shown in Figure 5. 

− The Scikit-learn package was used to obtain the results (accuracy: metrics.accuracy_score). 

− The performance of the model (accuracy) was 0.964 (96.4%). 

Classification based on ignoring the experts’ proposal for age categories:  

− We had 16 056 classes (profile 1, profile 2 … profile 16 056). 

− The training set was for 70% of the data as shown in Figure 5. 

− The test set was for 30% of the data as shown in Figure 5. 

− The Scikit-learn package was used to obtain the results (accuracy: metrics.accuracy_score). 

− The performance of the model (accuracy) was 0.954 (95.4%). 

 

3.4.2. The decision tree classifier 

Decision Tree classification is a flowchart algorithm and is a simple algorithm with high 

performance that is easy to understand. It is composed of nodes, and each node represents the conditions of 

the data features. Leaf nodes represent the results or classes after going through the tree [25]. Like Naïve 

Bayes, decision tree is highly accurate, and it has a very high processing speed. Therefore, it was the second 

algorithm used to classify our data into patient profiles using the same parameters and proposal described in 

section 3.4.1. 

Classification based on the experts’ proposal for age categories:  

− We had 13 546 classes (profile 1, profile 2 … profile 13 546). 

− The training set was for 70% of the data as shown in Figure 5. 

− The test set was for 30% of the data as shown in Figure5. 

− The Scikit-learn package was used to obtain the results (accuracy: metrics.accuracy_score). 

− The performance of the model (accuracy) was 0.963 (96.3%). 
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Classification based on ignoring the experts’ proposal for age categories:  

− We had 16 056 classes (profile 1, profile 2 … profile 16 056). 

− The training set was for 70% of the data as shown in Figure 5. 

− The test set was for 30% of the data as shown in Figure 5. 

− The Scikit-learn package was used to obtain the results (accuracy: metrics.accuracy_score). 

− The performance of the model (accuracy) was 0.955 (95.5%). 

 

 

 
 

Figure 5. Classfication workflow 

 

 

3.5.  Defining the monitoring rules based on the profiles of patients 

After the classification according to profiles, a subset of rules need to be defined for ensuring the 

accuracy of monitoring of patients’ health by focusing on their vital signs, with or without activities that 

would trigger an alarm in case of risk (a severe phase of the disease). Based on the profiles, a rule-based 

system is a structure that allows for defining rules or conditions using profiles and used If-Then statements: If 

event A happens, then do an action. It was a set of predefined rules used to decide in case of the rule being 

satisfied. In our proposal, we highlighted some examples of predefined rules after defining the patients’ 

profiles,  

 

If Profile = 12 

{HR during vigorous exercise} 

then 

if HR >144 then 

{alarm should be triggered} 

If Profile = 8 

{Temperature (°C) as T during light exercise} 

Then 

if T > 36.7868 

then 

{alarm should be triggered} 

If Profile = 270 

{SpO2 (Blood oxygen saturation) during vigorous exercise} 

then 

if SpO2 > 92.25621053 

then 

{alarm should be triggered} 

If Profile = 13 546 

{RR (respiration rate) during light exercise} 

then 

if RR > 35.60676219 

then 

{alarm should be triggered} 

If Profile = 3678 

{PaO2 (partial pressure of oxygen) during moderate exercise} 

then 

if PaO2 > 89 

then 

{alarm should be triggered} 
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Therefore, the maximum number of profiles for the experiment shown in section 4 indicates that the 

accuracy increased and performance was enhanced. This is because the classification of patients was based 

on their profiles. When the medical record changed, the thresholds were predefined without any newly built 

rules because we took only the number of profiles (if profile, then threshold). 

 

 

4. RESULTS AND DISCUSSION 

In our study, and as shown in Table 10, the accuracy improved by approximately 7% using Naïve 

Bayes and decision tree in comparison with the latest study of Ajami et al. [4], which proposed using a rule-

based ontology framework for COPD patients. In their study [4], 600 profiles were extracted, and the 

accuracy was 88.5%. Therefore, the added value of this approach was the increase in accuracy level using 

machine learning classification and data combination. However, we think that 600 profiles are not  sufficient 

to improve accuracy. Knowing this, when we used the “age” parameter without categorization (the age value 

was used, for example, 40, 41, 42…), the accuracy was less than when using “age” with discretization (when 

age was grouped into categories, for example, 40–50, 50–60, and so on, and we assigned a discrete value for 

each category of age). 

As a result, it is important to use classification and data combination by extracting the most 

important profiles to improve rule-based context-aware systems for COPD patients. These rules protect their 

lives and get reliable healthcare systems that consider the sensitivity of medical data. The different 

algorithms of artificial intelligence show the accuracy obtained with different number of profiles. The 

algorithms will be evaluated with huge number of rules and can be improved by decomposing them into 

different categories [6]. In addition, In addition, this preliminary result needs to be evaluated with a huge 

number of data and rules, and by dividing the rules and services in different software units (modules) using 

our model [6]. 

 

 

Table 10. Accuracy comparison using the same data of patients 
Algorithms Number of profiles Accuracy (%) 

Naïve Bayes 13 546 96.4 

Naïve Bayes 16 056 95.4 

Decision Tree classification 13 546 96.3 
Decision tree Classification 16 056 95.5 

Rule-Based Classification [4] 600 89 

 

 

5. CONCLUSION 

In this paper, the problem is to detect the severe phases of the COPD disease. Therefore, instead of 

working on COPD parameters, we design and validate a profile-based classification model of patients. We 

proposed an extension of context-aware healthcare system for COPD by using machine learning, supervised 

learning classification algorithms to identify and combine discrete patients’ profiles. The results show that 

Naïve Bayes and decision tree are the most accurate for combining nine COPD parameters. This combination 

allows the extraction of huge number of profiles instead of only six hundred profiles. These combinations of 

profiles increase the accuracy of the prediction of exacerbations but they increase the number of rules, which 

need more execution time. The physiciens advice to use the profil of a patient with nine parameters decribed 

in this paper. When increasing the number of profiles by dividing them based on the advice of experts in the 

medical domain and using the machine learning algorithms of Naïve Bayes and decision tree, the accuracy is 

increased by seven per cent compared to the our accuracy of the rule-based classification. However, we 

should take into consideration the problem of imbalanced datasets. Therefore, resampling should be avoided 

due to the sensitivity of the data, and it is important to collect more data globally for experimenting machine 

learning and offer a reliable model to protect patients from risks. In future, we will work on making the study 

more applicable to real-life scenarios and collect more and global data to resolve the issues related to 

imbalanced datasets. The execution time will be evaluated with huge number of rules and can be improved 

by decomposing them into different categories and modules. In addition, we will apply deep learning 

algorithms to predictions, as well as big data technologies and real-time processing. 
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