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 Anomaly detection is a difficult problem with numerous industrial 

applications, such as analyzing the quality of objects using images. Anomaly 

detection is the process of identifying outliers in a given dataset. Recently, 

machine learning approaches to computer vision problems have outperformed 

classical state-of-the-art approaches. Anomaly detection problems can be 

solved using supervised approaches. However, labelled datasets are hard to 

obtain. Thus, many researchers have taken an unsupervised approach to 

solving the problem of anomaly detection. In this study, we use an adversarial 

auto encoder model as a base model and create a custom model to detect 

anomalies in images and videos. The model was trained exclusively on normal 

data. The modified national institute of standards and technology database 

(MNIST) dataset achieved an area under curve (AUC) score of 0.872 for 

anomaly detection, while the University of California San Diego (UCSD) 

anomaly dataset (Video dataset) achieved an AUC score of 0.74 for Ped1 and 

0.87 for Ped2. To calculate the anomaly score, the concept of attention weights 

is combined with the reconstruction loss, and the proposed method 

outperformed other similar methods designed for the same problem. However, 

the usefulness of the proposed model was demonstrated through the detection 

of anomalies, and the model is still being improved for use in real-world 

situations. 
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1. INTRODUCTION 

Anomaly detection is the process of differentiating between abnormal and normal or known patterns. 

An anomaly is defined here as a pattern/data/image that deviates from the natural order of things. Due to the 

diversity of the dataset, the closeness of normal and abnormal data, and the presence of noise in the dataset, 

abnormal object detection is a very difficult problem. Reconstruction-based methods are extremely popular 

and widely used in this application because they are efficient with unlabelled datasets. The auto encoder 

architecture is widely used in a variety of applications, including classification, compression, and target 

recognition [1]. Model has two parts: encoder and decoder. Encoder compresses input and creates latent space. 

Decoder uses latent space to recreate original data from latent vector. Auto encoders come in a number of 

different forms, and they're widely used in a variety of applications [1]. Variational autoencoder [2] and 

adversarial autoencoder [3] are two popular architectures from the same family. When data regeneration has 

occurred, reconstruction is a critical part of the model. With these models, lossless regeneration is extremely 

https://creativecommons.org/licenses/by-sa/4.0/
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difficult to achieve, and research on the subject has received little attention [4]. It can regenerate the same using 

random noise after training a generative model like the generative adversarial network (GAN) [5]. Game theory 

inspires GAN, which challenges both the generator and the discriminator against each other [5], [6]. 

The detection of anomalies using autoencoder models and their various variants has been the focus of 

this study. To represent data with sparse features, probabilistic models can transform sparse vectors into various 

probability distributions. Using an adversarial autoencoder, it is possible to learn the probability distribution 

of the latent vector z from the noise sample p (z), which is used as the base model as shown in Figure 1. 

Adversarial auto encoder (AAE) architecture is depicted in Figure 1. With the addition of a second image 

discriminator, designated as discriminator 2, the network must generate an image using feature-wise loss and 

a simple autoencoder reconstruction loss that will attempt to fool discriminator 2. We looked at a variety of 

loss functions in order to ensure that different classes of images come from different distributions while 

regenerating the original images. 

As a performance parameter, we also considered reconstruction error, and the resulting image has the 

lowest error rate. We evaluated the model's ability to detect anomalies and found that it outperformed others. 

In this manuscript, we addressed the detection of abnormalities in videos and images. The term "anomaly" 

refers to an object that is not normal. By learning the feature representation of the normal class, we are able to 

identify anomalies that are not from the known class. We used the University of California San Diego (UCSD) 

dataset and the modified national institute of standards and technology (MNIST) handwritten characters dataset 

for testing the algorithm. The paper's structure comprises related work, proposed architecture, experimental 

results, and conclusion in sections 2 to 5, respectively.  

 

 

 
 

Figure 1. Adversarial autoencoder architecture 

 

 

2. RELATED WORK 

Many researchers have done comprehensive surveys on anomaly detection. Ruff et al. discusses 

anomaly detection in detail using machine learning and deep learning in [7]. In the manufacturing industry, 

anomaly detection can be extended to defect detection. Saad et al. [8] described one such method to detect 

defects using a grey level co-occurrence matrix for the beverage manufacturing industry. Anomaly 

classification is the process of classifying and detecting abnormal patterns that deviate from the rest of the data 

[9]. As unsupervised learning models for anomaly detection, generative models are widely used. The idea is to 

train the network with known data that is normal, and then the network can classify unknown or unseen data 

as anomalies because the model will not be able to regenerate them or the regeneration loss will be greater than 

the loss for known data. 

Because of its superiority over other traditional methods, deep learning is widely used for anomaly 

detection [10], [11]. Sharipuddin et al. [12] used deep learning-based method to detect Intrusion for internet of 

thing (IoT). In [13] anomaly detection with generative adversarial networks (AnoGAN), GAN is used to 
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calculate the anomaly of two losses: residual loss and discriminator loss. The authors improved their algorithm 

in [14] by including an encoder that generates latent vectors for the input image. They've also replaced GAN 

with Wasserstein GAN. However, [15] demonstrates that the discriminator is unsuitable for measuring 

anomalies. The authors discarded the discriminator during testing [16] because it did not improve the anomaly 

score. There is a lack of work on anomaly detection using multiple views [17]. In [18], the author detects facial 

micro-expressions to detect anomalies in the dataset given in [19]. In [20] the author has proposed a rough set 

method-based outlier detection for large scale dataset. 

Autoencoder is widely used for anomaly detection of data. An autoencoder is a network whose goal 

is to regenerate input data with the least amount of error possible. The first autoencoder was introduced by the 

author in [21]. The input data is encoded and represented by a latent vector; the decoder decodes the vector 

and regenerates the original data with minimal loss. This concept is used to detect anomalies by training the 

model with known data, resulting in a very high loss for unknown/abnormal reconstruction. Auto encoders 

such as variational auto encoders, adversarial auto encoders, and other types of auto encoders have been 

proposed and used for a variety of applications. The author [22] used an auto-encoder for anomaly detection. 

As with an auto encoder, an adversarial auto encoder trains the network by forcing the latent space, which is 

the encoder's output, to have the same distribution as the prior. 

Generative adversarial networks (GANs) are popular in computer vision [23], [24] and anomaly 

detection [25] because they can generate data and handle complex data distributions effectively. GANs have a 

lot of benefits, but they're hard to train [26]. In contrast to an encoder, GAN generates images by considering 

feature-wise errors rather than element-wise errors. Variational autoencoder - generative adversarial networks 

(VAE-GAN) is a hybrid network proposed by [27] that combines a variational autoencoder with a generative 

adversarial network. Different models have different features that can be used to solve specific problems. One 

such problem for which the proposed model provides an accurate solution is anomaly detection. Two 

conditions define the best network: models must be able to generate data effectively, and data must be classified 

using specific Euclidian distances between classes. For a few examples, networks may generate data/patterns 

even if they haven't been trained to do so, making anomaly classification more difficult. This happens when 

data from different classes with similar structures merges. Different loss functions, in addition to simple 

reconstruction loss, could be considered in such cases. The proposed model employs mean squared error (MSE) 

and Kullback-Leibler (KL) divergence as loss functions. In the present article, we propose a custom model 

with a loss function to improve the performance of the generative model for anomaly detection applications. 

The proposed model for anomaly detection is described in the following section. 

 

 

3. PROPOSED MODEL 

The general architecture of the proposed model is as in Figure 2. It includes two networks. Adversarial 

auto-encoder and discriminator. In the case of a variational autoencoder, the distribution of latent vector would 

be normal because of the KL divergence term in the loss function. In (1) shows the loss function of variational 

auto-encoder (VAE). 

 

𝐿𝑂𝑆𝑆 = 𝐸𝑞𝜃(
𝑧
𝑥

)[𝑙𝑜𝑔 𝑙𝑜𝑔 𝑃𝜑 (
𝑥

𝑧
) − 𝐾𝐿 (𝑞𝜃 (

𝑧

𝑥
) | | 𝑝(𝑧)) (1) 

 

In an adversarial autoencoder, regardless of reconstruction loss, the latent space can come from any 

distribution, and it is dependent on the noise vector p (z), as shown in Figure 1. In AAE, it uses an adversarial 

concept, and the latent vector q (z) has an adjustable distribution compared to VAE, i.e., the encoder itself 

works as a generator. We took this advantage into account when selecting an AAE as the base model for the 

proposed network. The second network in our model is the discriminator, which discriminates the input image 

and the generated image from AAE, because of which network will be jointly trained by two models, which 

results in better reconstruction.  

The proposed model has four components. First, the encoder encodes the input image and generates 

the latent vector, which is a compressed representation of the input data. Second, the decoder takes the input 

from this latent vector and regenerates the input data by minimizing reconstruction loss between the generated 

image and the original image. The third component is discriminator 1, which takes two inputs, one from a 

vector with a known distribution P and one from a latent vector Q, and this discriminator forces latent vector 

Q to have its data distribution close to the known distribution P. This allows a user to generate any desired 

distribution from Q. Fourth, Discriminator 2 is another network which discriminates the input image from the 

generated image and works as a generative network which jointly trains the encoder-decoder part to regenerate 

the input data by ensuring better reconstruction, which will be proved by the simulation results in the next part 

of the paper. In the proposed network discriminator 2, consider feature-wise error over element-wise error, 

which adds GAN’s advantage over the auto encoder in the proposed model. 
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Loss function for encoder-decoder in proposed model is given in (2).  

 

𝐿𝑒𝑛−𝑑𝑒 = |𝑋 − 𝑋′|2 + 𝐷𝐾𝐿(𝑋, 𝐷(𝐸(𝑋 ))) (2) 

 

Here, the KL divergence term will force the network to generate a sample having a distribution as 

close as the input image. The Discriminator I network will function as an AAE, generating the same latent 

space distribution as the prior distribution. Using this layer, we can select the required distribution for the 

output vector (attention weights) of the encoder. The Discriminator II network will work as a generative 

adversarial network and will try to generate images to fool the discriminator while the discriminator will 

classify the original as true and the generated as fake. The function of this network is similar to that of GAN. 

Loss function for this network is,  

 

𝐿𝑂𝑆𝑆𝐷𝐼𝑆2 =  𝑑𝑒𝑐𝑜𝑑𝑒𝑟
𝑚𝑖𝑛

𝐷𝑖𝑠𝑐𝑟𝑖𝑚𝑖𝑛𝑎𝑡𝑜𝑟
𝑚𝑖𝑛 𝐸𝑥~𝑝𝑑𝑎𝑡𝑎| 𝑙𝑜𝑔𝐷2(𝑋)| +  

 

𝐸𝑥~𝑝𝑑𝑎𝑡𝑎|𝑙𝑜𝑔( 1 − 𝐷2 (𝐷(𝐸(𝑋))) | (3) 

 

this loss function is the loss function of GAN [5], but here both the inputs are images. Here, D2: Discriminator 

2, D: Decoder, E: Encoder. One input of Discriminator 2 is from the original image, and the second input is 

from the generated image from the decoder. The network is trained as the same as GAN, in that the 

discriminator will try to increase the loss function while the decoder will try to reduce the loss function by 

generating an image that is as close to the original as possible.  

 

 

 
 

Figure 2. Proposed model 

 

 

4. RESULTS AND DISCUSSION 

This section discusses the description of experiments performed on image and video data. We have 

divided our results related discussion into two parts. In the first section image-based anomaly detection is 

discussed. In the second part the video dataset is used for abnormality detection. 

 

4.1.  MNIST dataset 

There are ten classes in the MNIST handwritten dataset. Each image is 28×28 in size. We follow the 

same method as given in different literature. First, we combined the training and test data. Each time, one digit 

is considered an outlier and is removed from the training dataset. 80% of all normal datasets are kept in training, 

while 20% are kept in testing [28]. As an additional experiment, we used the MNIST fashion dataset also. The 

Experimental setup is similar to [28], [29], with training data containing 80% normal data and testing data 

containing the remaining normal data and all abnormal data. The image has been normalized between 0 and 1. 

In order to detect anomalies in images, we used the following loss function for the auto encoder: The loss 

function looks at how likely it is that an image will be like the one that was generated, as well as how far the 

original image's distribution is from the one that was generated. Because the network will be trained to generate 

the most likely sample for a given prior input, maximizing likelihood is equivalent to minimizing log-

likelihood. Figure 3 depicts reconstruction loss comparisons for normal and abnormal/unknown class images. 
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𝐿𝑒𝑛−𝑑𝑒 =  𝑀𝑢𝑙𝑡𝑖𝑣𝑎𝑟𝑖𝑎𝑡𝑒𝑁𝑜𝑟𝑚𝑎𝑙(𝑋′) + 𝐷𝐾𝐿(𝑋, 𝐷(𝐸(𝑋 ))) (4) 

 

4.1.1.  Attention mechanism 

The encoder section generates a 16-dimensional vector that serves as the attention weights for each 

class. We used attention weights for the input image and attention weights for the regenerated image using the 

same network for the same input image to calculate loss. For known images on which the network has been 

trained, each image will have an identical vector, whereas for unknown images, the distance between the 

vectors will be greater. As a result, this can be considered for the discovery of unknown/abnormal images. 

Figure 4 shows the attention feature for a specific input class image. 

To calculate the loss, the input image is encoded and the latent vector W is generated. In the same 

way, the regenerated image from the network was passed through the encoder again, and a new latent vector, 

W1, was generated. Loss is calculated using the following formula based on both latent vectors,  

 

𝐿𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛𝑓𝑒𝑎𝑡𝑢𝑟𝑒 = |𝑊 − 𝑊1|2 (5) 

 

In this section, we compared our results to [28]. We are evaluating the receiver operating characteristic 

(ROC) curve at various thresholds. The results of the AUC score using image reconstruction and attention 

features are shown in Table 1. We calculated the final anomaly score in Table 2 by averaging them. We used 

the results from [28] to compare with other algorithms. We also ran our model on the MNIST fashion dataset. 

There are ten classes in the MNIST fashion dataset, and each class is considered an anomaly. Table 3 displays 

the results for the fashion dataset. 

 

 

 

 
 

Figure 3. Comparison of reconstruction and KL Div loss for normal and abnormal classes 

 

 

 
 

Figure 4. Attention features from encoder 
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Table 1. AUC score to detect each MNIST class as abnormal 
Class AUC Score (Image reconstruction) AUC Score (Attention feature) 

0 0.989 0.9539 

1 0.33 0.7609 

2 0.972 0.9573 

3 0.9749 0.8787 

4 0.9187 0.8814 
5 0.9754 0.8134 

6 0.9105 0.9047 

7 0.8066 0.8825 

8 0.9803 0.8844 

9 0.7909 0.8589 

 

 

Table 2 Comparison of AUC Score to detect each MNIST class as abnormal 
Model class 0 class 1 class 2 class 3 class 4 class 5 class 6 class 7 class 8 class 9 Avg. 

AnoGAN 0.61 0.3 0.535 0.44 0.43 0.42 0.475 0.355 0.4 0.335 0.43 

EGBAD 0.775 0.29 0.67 0.52 0.45 0.43 0.57 0.4 0.545 0.345 0.5 

GANomaly 0.88 0.65 0.94 0.78 0.87 0.84 0.83 0.66 0.83 0.52 0.78 

IGMM-GAN 0.955 0.9 0.93 0.82 0.83 0.9 0.93 0.9 0.78 0.57 0.852 
ADAE 0.951 0.821 0.948 0.889 0.819 0.906 0.889 0.803 0.925 0.631 0.858 

Proposed 0.968 0.588 0.963 0.917 0.896 0.878 0.907 0.852 0.922 0.831 0.872 

 

 

Table 3 AUC score for each MNIST fashion data 
Model class 0 class 1 class 2 class 3 class 4 class 5 class 6 class 7 class 8 class 9 Avg. 

Proposed 0.595 0.780 0.554 0.608 0.575 0.839 0.500 0.651 0.940 0.792 0.683 

 

 

4.2.  UCSD dataset 

The UCSD anomaly detection dataset contains a variety of videos captured by stationary cameras. 

The dataset includes training and testing videos, as well as ground truth about anomalies found in the videos. 

There are 34 training samples and 36 testing samples. Table 4 displays the recoded results using the proposed 

model. To measure the performance, we have used area under the curve (AUC) and equal error rate (EER). 

Figures 5 and 6 depicts the regularity score for testing videos. The results show that the model can detect 

anomalies with greater precision. The error rate for abnormal frames is high, so the regularity score is lower 

than for normal frames.  

 

 

Table 4. AUC score for UCSD dataset anomaly detection 
 AUC score EER Error 

Ped1 0.748797 0.2752 

Ped2 0.756223 0.2232 

 

 

  
(a) (b) 

 

Figure 5. Regularity score for testing video sequence, (a) UCSDPed2 Test004 frames and  

(b) UCSDPed 1 Test001 frames 
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Figure 6. Regularity score for test video from Ped 2 (UCSD dataset) 

 

 

5. CONCLUSION 

In this paper, we combined GAN with an adversarial auto encoder to improve reconstruction 

performance. According to the results it can be observed that the applicability of hybrid model is confirmed 

qualitatively. Because the model is intended to detect anomalies, we devised an anomaly score function that 

combines the distance between attention features and the reconstruction error between the original and 

reconstructed images. This score function gives better results for image-based anomaly detection and 

outperformed other such models. The performance of the proposed model is considerably good with AUC 

score of 0.872 for MNIST dataset. We have extended the same model for video-based anomaly detection using 

UCSD dataset. Recoded results shows that the proposed model can detect anomaly in videos with AUC score 

of 0.75 and EER score of 0.25. In summary the applicability of hybrid model in anomaly detection was 

experimentally proven and can be further explored for better results. Here following major contributions were 

accomplished in this study first, proposed model for anomaly detection was successfully demonstrated. Second, 

Unsupervised model could be useful even when labeled data is not available and proposed model gives 

satisfactory results for both image and videos. 
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