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 This research aims to optimize emerging infectious disease monitoring 

techniques in Thailand, which will be extremely valuable to the government, 

doctors, police, and others involved in understanding the seriousness of the 

spread of novel coronavirus to improve government policies, decisions, 

medical facilities, treatment. The data mining techniques included cluster 

analysis using K-means clustering. The infection data were obtained from 

the open data of the digital government development agency, Thailand. The 

dataset consisted of 1,893,941 cumulative cases from January 2020 to 

October 2021 of the outbreak. The results from clustering consisted of 8 

groups. Clustering results determined the three largest, three medium-sized, 

and the two most minor numbers of infected people, respectively. These 

clusters represent their activities, namely touching an infected person and 

checking themselves. The components of emerging diseases in Thailand are 

closely related to waves, gender, age, nationality, career, behavioral risk, and 

region. The province of onset was mainly in Bangkok and its vicinity or 

central Thailand, as well as industrial areas. Adult workers aged 19 to 27 

years and 43 to 54 years or over were seeds of new infection sources. 
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1. INTRODUCTION  

In February 2020, the coronavirus disease 2019 was officially named for an emerging infectious 

disease caused by the severe acute respiratory syndrome coronavirus 2 [1]. The World Health Organization 

(WHO) declared the outbreak of coronavirus disease 2019 or COVID-19 as a Public Health Emergency Of 

International Concern (PHEIC) due to the severity of the epidemic in many countries as well as the 

increasing number of confirmed cases [2]. The COVID-19 outbreak in Thailand became part of the global 

pandemic of coronavirus disease 2019. Later, the Ministry of Public Health (MoPH) declared the emergence 

of COVID-19 as a major public health concern and a national health emergency. The Thailand department of 

disease control (DDC), ASEAN health cluster, and WHO took measures to coordinate efforts to stop the 

outbreak and prevent its further spread [3], [4]. Some methods were generally applied to estimate the disease 

transmission during the first wave of the outbreak (January to June 2020) to help prioritize healthcare and 

public health resources. 

Monitoring and preventing the global spread of COVID-19 requires rapid and accurate data 

analysis, which can be achieved with the help of big data, data mining, machine learning, and other 

technologies [5]. Currently, big data is being prioritized by scientists, engineers, healthcare administrators, 

and policymakers. Several researchers have extensively used data mining to discover previously 

undiscovered patterns in massive datasets [6], [7]. 

https://creativecommons.org/licenses/by-sa/4.0/
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This paper used a data mining technique to monitor novel coronavirus infections in Thailand 

through cluster analysis. This study aimed to explore the outbreak in Thailand by utilizing data mining 

methods on the dataset to provide better insights into the COVID-19 outbreak. Since all the datasets were 

open government data, ethical approval was not required. This study aims to find the characteristics of 

COVID-19 patients and build a data model to analyze the characteristics of COVID-19 patients in Thailand. 

The objectives of this study were to optimize emerging infectious disease monitoring techniques in Thailand, 

which will be highly useful to the government, medical personnel, government officials, and others involved 

in understanding the seriousness of the spread of novel coronavirus to improve government policies, 

decisions, medical facilities, treatment. Beyond these was the expectation of a reduction in infections and 

deaths. 

 

 

2. LITERATURE REVIEW 

2.1.  COVID-19 in Thailand 

The first suspected case in the first round of COVID-19 outbreak in Thailand was found on January 

21, 2020, by a 74 year old Chinese female tourist who arrived in Bangkok on a flight from Wuhan. As of 

August 31, 2022, there were 4,650,919 cumulative confirmed cases in Thailand, 32,303 deaths, 2,240 new 

cases, 4,602,862 recovered cases, and a total of 142,712,391 doses of vaccine recipients, as shown in Figure 1 

[8]. With the cumulative number of infected people, Thailand was ranked 115th in the world [9]. The tourism 

sector is Thailand’s key economic engine, accounting for 11% of the country’s gross domestic product 

(GDP). The COVID-19 pandemic has left a more serious scar on Thailand’s tourism sector than any previous 

incidents. It is essential for stakeholders to understand the evolution of visitors’ demand and Thailand’s 

competitiveness [10]. 

 

 

 
 

Figure 1. Thailand COVID-19 cases, deaths and vaccinations to date (COVID-19-WHO Thailand situation 

reports) 

 

 

2.2.  Data mining in COVID-19 research 

According to the publication by Abd-Alrazaq et al. [11], the White House reached out to the 

worldwide artificial intelligence (AI) community via technology and research firms to work on various data 

mining approaches in support of a study of COVID-19 to identify a cure for the pandemic. They investigated 

the problem of rampant rumors and disinformation during the COVID-19 pandemic, which contributed to the 

continuation of unsubstantiated practices that aided in spreading the virus and unhealthy mask-wearing 

behavior. For the detection and removal of non-scientific based online information, Tasnim et al. [12] have 

advised the use of advanced application of data mining approaches such as natural language processing. 

Data mining methods can be utilized to analyze and forecast the global expansion and trends of the  

COVID-19 disease outbreak, as emphasized by Ayyoubzadeh et al. [13]. The author analyzed data taken 

from Google Trends using the long short-term memory (LSTM) data mining model. In order to effectively 
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address the problems caused by the COVID-19 pandemic, Franch-Pardo et al. [14] have advocated an 

interdisciplinary perspective and methods such as data mining, web-based mapping, and spatiotemporal 

analysis. The data mining techniques of linear regression and content analysis were used by Li et al. [15] to 

categorize news and user-generated subjects that shed light on the COVID-19 pandemic. 

To estimate the number of new cases and confirmed cases of COVID-19, Qin et al. [16] used data 

from social media search indexes (SMSI) for dry cough, fever, chest pain, coronavirus, and pneumonia for 40 

days. The authors used the lagging series of SMSI to make predictions about future COVID-19 suspects. 

Based on medical records, Kumar [17] described how AI can be used with machine learning (ML), natural 

language processing (NLP), and other modern technologies to combat the COVID-19 pandemic on multiple 

fronts. Using a technique called publication mining, Ren et al. [18] were able to determine when diabetes and  

COVID-19 were being studied in similar physiological circumstances. 

Data mining activities were performed on 485 patients suspected of having COVID-19 and collected 

from Sina Weibo by Huang et al. [19]. Researchers wanted to look at the number of infected people using 

Sina Weibo to get medical advice. Regarding treatment for COVID-19, Huang et al. [19] recommended 

employing a classification model. Positive-tested patients were identified by Sarker et al. [20] using a semi-

automated filtering process to analyze tweets retrieved from Twitter on terms linked to COVID-19. 

In this article, we examined the data mining methods applied to the research on the COVID-19 

epidemic.  Data mining is often used to assist companies in making better business decisions, improving 

customer service, and gaining competitive advantages. This research tries to identify some correlations 

between different variables, such as the decision-making of individuals, and the strategies used by different 

groups. Data scientists were tasked with using data mining techniques to investigate the myriad of 

correlations between the spread of the novel virus and the behaviors of individuals throughout the globe to 

devise strategies for fighting the pandemic.  

 

2.3.  The framework of data mining 

Data mining, also known as knowledge discovery in databases, is defined by Usama M. At the 

international conference, it is considered the extraction of unknown, potentially useful and extraordinary 

knowledge contained in the database [21]–[27]. In a word, data mining is the process of processing huge 

amounts of data, including data collection, cleaning, transformation, and integration, as well as data analysis 

and visual presentation of results through association rules and category division technology of data mining 

so that people recognize the association relationship hidden in a huge amount of data. This cleansed data is 

then transformed into appropriate formats that can be understood by other data mining tools, and filtration 

and aggregation techniques are applied to the data in order to extract summarized data [28]. 

The main concept of data mining is a method to extract useful latent data and science from large 

batches of data. Usually, data mining methods are in the form of regression, classification, clustering, and 

association rules. Due to the characteristic of the Thailand COVID-19 dataset, a clustering approach is 

considered to be applied to solve the problem [29]–[31]. 

 

2.4.  K-means clustering 

MacQueen’s K-means clustering algorithm [32] is one of the most popular unsupervised machine 

learning algorithms for grouping a dataset into a set of k different sounds (clusters). The k represents the total 

number of groups that the data scientist often supplies. Items are organized into groups based on their 

similarity in many different aspects. The first thing the K-means algorithm does is figure out how many 

groups need to be created. Next, k objects are chosen at random to serve as cluster focuses. If there are any 

residual objects, we place them all at the centroid closest to them according to some distance metric. 

Clustering problems are defined as problems when encountering a homogeneity of a group of data 

points in the submitted dataset. Cluster is the name of each of these groups and can be interpreted as a place 

where dense local objects are higher than in other areas. Partitional clustering, for example, is the easiest 

form of clustering, which has the aim of being able to partition the submitted dataset into unincorporated 

subsets (clusters). The criterion generally applied is the incorrect clustering criteria where every point 

calculates the squared distance starting from the center of the suitable cluster. 

The K-means algorithm is a well-known clustering method that can minimize grouping errors. The 

meaning is that its performance is highly dependent on its initial state or is called a local search procedure 

[33]. K-means clustering is a type of partitioning method. The meaning of the K-function is to partition the 

data into k clusters exclusive to each other and recover the specified cluster index for all observations. The 

accuracy of large data is generally more accurate using K-means grouping [34], [35]. K-means clustering is a 

way of measuring the cohesiveness of objects in a dataset. K-means treats each observation in the data as an 

object located in space. The distance between a point and its cluster center, known as intra-cluster, is a good 

indicator to measure how tightly knit a cluster is [36]–[38]. 
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3. RESEARCH METHODOLOGY 

The research framework is divided into three stages: data acquisition and pre-processing, knowledge 

discovery using K-means, and discovered insights. At the end of the research, the data interpretation and 

further implementation are provided. The steps involved in this study are described in five main steps. 

 

3.1.  Data acquisition and pre-processing 

The daily new cases of the COVID-19 outbreak were obtained from the official website of open 

government data, available at the  digital government development agency official website [39]. The sample 

size was 1,893,941 cases, gathered from January 2020 to October 2021. A total of 20,100 usable examples 

were discovered following data cleansing and extraction using the data mining program. 

 

3.2.  Knowledge discovery using K-means 

The data that is processed in order to give the results of k clusters on a number of n objects is called 

K-means clustering. Thus, in (3), the objective function of squared error can be minimized. Clustering is a 

data mining method for dividing datasets into several groups. Cluster analysis uses mathematical models to 

discover groups of similar patterns from datasets. The datasets that have a high degree of similarity to each 

other belong to the same group and have a high degree of dissimilarity to the ones another belong to different 

groups [40]. 

This study focuses on K-means clustering, in which the clustering procedure follows a simple way 

to classify a given dataset through a certain number of clusters [40]. K-means clustering method is designed 

to investigate the grouping or partition of COVID-19 datasets according to a known number of clusters by 

which asking the end-user to input the number of clusters in advance, then applying performance evaluation 

or cluster validity to identify the appropriate number of clusters. The closer centroid distance implies the 

higher similarity, and vice versa. The k centroids or measurement of similarity can be calculated as (1). 

 

𝑑(𝑥𝑗,𝑐𝑗) = √∑ (𝑥
𝑗

− 𝑐𝑗)
2𝑛

𝑗=1  (1) 

 

Where:  

d(x_(j^,) c_j ) = data distance x_j to cluster center c_j 

x_j=data to j on data attribute to n 

c_j=center point to j on data attribute to n 

The K-means clustering works in five steps: 

a) Determine the number of k points in the data domain as the initial groups to be clustered; 

b) Choose k random points from data as a centroid; 

c) Assign all data points to the groups closest to the cluster centroid; 

d) When all data points have been assigned, recalculate the position of new centroids; 

e) Repeat step b) to d) until the data points are in their original clusters. 

The K-means clustering method has problems determining the appropriate number of clusters. Data 

analysts must randomly choose the appropriate number of clusters based on their experience to know an ideal 

value of k. This study proposed the elbow method, one of the commonly used existing approaches, to identify 

the best number of clusters, the so-called cluster validation process. 

The elbow method to determine the appropriate number of k works is five steps [41]: 

– Initialize the number of k; 

– Increase the value of k; 

– Calculate the average within centroid distance from each value of k; 

– Analyze the average within centroid distance from k values which are decreased rapidly; 

– Locate and plot to find the elbow point from k values. 

The elbow method uses an average within centroid distance (awcd) to choose an ideal value of k 

based on the distance between data points and their assigned clusters. The average within centroid distance 

can be calculated as (2),  

 

𝑎𝑤𝑐𝑑 =
𝑑1𝑐+𝑑2𝑐+𝑑3𝑐+⋯𝑑𝑛𝑐

𝑛
 (2) 

 

Where: d=distance between the data and the cluster centroid.  

The k values and the average within centroid distance will be plotted to see an inflection point that 

looks like an elbow, i.e., the method’s name. The greater the number of k, the smaller number of the average 

within centroid distance value. The classification of observations into groups requires some methods for 

computing the distance or the (dis)similarity between each pair of observations. The choice of distance 
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measures is a critical step in clustering. If there are two elements (x, y), it will influence the shape of the 

clusters. The classical method for measuring distance is Euclidean distance, which is defined by (3). 

 

𝑑𝑒𝑢𝑐(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦
𝑖
)2𝑛

𝑖=1  (3) 

 

The choice of distance metrics is important since it significantly impacts the clustering results. The 

default distance measurement for the majority of clustering tools is the Euclidean distance. Other 

dissimilarity measures, however, may be selected based on the type of data and research goals, so you should 

be aware of your possibilities. 

 

3.3.  Discovered insights 

In this section, the evaluation of K-means will be determined by using the sum of square error (SSE) 

value. The generated classifiers from each cluster of COVID-19 datasets will indicate the distance between 

the intragroup and extra group. The cluster groups are illustrated using a graph-based visualization technique 

since it assists in the interpretation of clustering analysis and subject matter from the topic. Each visualization 

will be discussed in the next section. 

 

 

4. RESULT AND DISCUSSION 

In this section, the descriptive knowledge characteristics from the experiment results are discussed. 

The data mining models were built based on a real dataset. It considered only the demographic data, 

consisting of COVID-19 waves, gender, age, nationality, occupation, risk group, patient type, and region of 

life. The 20,110 infectious cases (after the cleaning step) were used as input datasets for the investigation of 

the frequent patterns of each cluster. In this study, we classified the datasets using K-means clustering by the 

Waikato Environment for Knowledge Analysis (WEKA). WEKA is a data processing software developed at 

the University of Waikato in New Zealand. WEKA can perform various common data mining tasks, such as 

preprocessing, classification, clustering, and regression. It uses machine learning methodologies to solve real-

world data mining problems [42]. 

 
4.1.  Number of clusters determined 

The K-means clustering algorithm calculates the optimal number of clusters in a dataset in various 

ways. Maximum gap statistics (i.e., the largest gap statistics) will indicate the best estimate for the cluster size 

[43]. To determine the size of the number of good clusters, k is taken into account. The elbow method is one 

approach for determining k. The elbow method produces information by identifying the best number of 

clusters and comparing the percentage of clusters that will form an elbow at a given point. This method 

generates ideas by picking cluster values and then combining them to be utilized as a data model [44]. We 

have used the elbow method algorithm to calculate the k value in K-means. The graph can be used as the 

source of information to display different percentage outcomes for each cluster value. The optimum cluster 

value is derived from the SSE value, which exhibits a notable and elbow-shaped drop [45]. 

The elbow method is a heuristic method used to determine the optimal number of clusters in a 

dataset when performing cluster analysis. It works by fitting a model to the data with a range of different 

numbers of clusters, and then evaluating the model's performance for each number of clusters. The idea is to 

choose the number of clusters that gives the best trade-off between model complexity and performance. The 

elbow in the elbow method refers to the point on the curve where the improvement in model performance 

begins to level off. This is often interpreted as the optimal number of clusters, as adding more clusters 

beyond this point may not significantly improve the model's performance. However, it is not always easy to 

identify this elbow point unambiguously, as it can be influenced by various factors such as the shape of the 

data and the distance metric used. In some cases, there may not be a clear elbow point at all. One way to help 

identify the elbow point is to plot the model's performance metric (such as the within-cluster sum of squares) 

as a function of the number of clusters. The number of clusters at which the rate of improvement in the 

performance metric begins to slow down is often considered to be the elbow point. However, this is still a 

subjective interpretation and may not always be a reliable indicator of the optimal number of clusters. 
In the elbow method, we examine the proportion of variation that can be attributed to each cluster 

separately. This elbow cannot always be unambiguously identified. The first clusters will add much 

information, but the marginal gain will drop at some point, giving an angle in the graph. In this research, we 

utilized the factoextra R package to identify the number of potential clusters in the dataset [46]. The result of 

this analysis for the elbow methods is shown on the left side of Figure 2. 
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Figure 2. Elbow plot of the best number of clusters and a bayesian inference criterion (BIC) 

 

 

We can infer the optimal number of clusters, k, from the elbow plot, and for this data, k=4, 5, 6, and 

7 are all viable options. However, k=8 also looks like a strong possibility. This motivates us to consider the 

alternative method, which is accompanied by a Bayesian inference criterion (BIC) for K-means (right side of 

Figure 2). It is possible to generate a probability for the Gaussian mix using the K-means model, which is 

nearly a Gaussian mixture model. The predicting enhanced vegetation index (EVI) model was chosen 

because it was the most accurate (Equal volume but variable shape and using identity matrix for the 

eigenvalues). Accordingly, considering this approach, 8 clusters seemed to make the most sense. In addition, 

the clustering process was executed with the K-means cluster method, and the clustering outcomes were 

shown based on the number of clusters 4 to 8 executed with WEKA in Figure 3.  

 

 

 
 

Figure 3. Weka clusters simple K-means parameter box 

 

 

4.2.  K-means clustering by WEKA 

By adopting the K-means clustering method to achieve the smallest possible SSE, we create a  

K-means cluster that is more adept at locating the best possible cluster center. K-means clustering with the 

best possible focal point was implemented. SSE is one of the statistical methods used to measure the total 

difference between the actual value of the value achieved [45]. To calculate SSE using (4). 

 

𝑆𝑆𝐸 = ∑ (𝑑)2𝑛
𝑖=1   (4) 

 

Where: d=the distance between the data and the cluster center  

The SEE is a formula for gauging how far actual results deviate from a given model’s predictions. 

SEE is frequently used as a point of reference in identifying the most effective clusters. 

Number of iterations: 5 

Within cluster sum of squared errors: 34740.92300781254 

The output of K-means by WEKA visualization is presented in Figure 4. 
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Figure 4. WEKA K-means cluster visualization output 

 

 

By utilizing each cluster’s centroid, we were able to achieve the result that the characteristics of 

each type of cluster could be shown in Table 1. Based on the characteristics of Thai patients exposed to 

COVID-19 in the third wave, mostly are females with an average age of 34.72 who work in the industrial 

sector, have close contact with a previously confirmed patient and touch an infected person, live in central of 

Thailand, most recovered and died in a small proportion. However, factors or group characteristics associated 

with mortality cannot be concluded. Therefore, clustering with cluster=8 has not been able to explain the 

comorbidity and mortality due to COVID-19.  

 

 

Table 1. Characteristics of Thai COVID-19 patients using 8 clusters 
Cluster Characteristic Percentage 

of member 

0 Ripple_2, female, 27, foreigners, 'industrial career', workplace, 'check by themself', central 17 

1 Ripple_3, female, 54, thai, 'Commerce and service careers', 'Close contact with a previous confirmed patient', 

'touch an infected person', central 

26 

2 Ripple_2, male, 43, thai, 'industrial career', 'Close contact with a previous confirmed patient', 'touch an infected 
person', central 

11 

3 Ripple_1, male, 24, thai, 'not working', StateQuarantine, 'Thai people come from abroad', central 10 

4 Ripple_4, female, 22, thai, 'Commerce and service careers', 'medical and public health personnel', 'medical 

personnel', north 

4 

5 Ripple_3, male, 22, thai, 'not working', 'Close contact with a previous confirmed patient', 'touch an infected 
person', central 

17 

6 Ripple_3, male, 24, thai, 'industrial career', 'Close contact with a previous confirmed patient', 'risk group 

survey', east 

6 

7 Ripple_2, male, 19, foreigners, 'industrial career', workplace, 'risk group survey', central 10 

 

 

Based on the clustering in Table 1, which contains 6 clusters, it appears that they live in central 

Thailand. Thus, it is necessary to be more careful and more intensive treatment in patients with these 
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characteristics. This results in 8 clusters with similar characteristic in the age group range from 19 to 27 years 

and 43 to 54 years or over, as shown in Table 1. 

The clustering results determined the three largest, three medium, and the two smallest numbers of 

infected people. Cluster 1, 0, and 5 have the largest number of infected people, respectively. These clusters 

represent patients’ activities in touching an infected person and checking themselves. On the other hand, 

cluster 4 and 6 has the smallest number of infected people, consisting of close contact with a previously 

confirmed patient. People who are less likely to be infected than those who have had close contact with a 

previously confirmed patient perhaps their behaviors are to keep a social distancing policy. 

 

 

5. CONCLUSION 

This research has succeeded in analyzing COVID-19 using a data mining approach. Based on the K-

means cluster clustering results in the k=8 cluster, it became apparent that the components of an emerging 

disease in Thailand are closely related to waves, gender, age, nationality, career, behavioral risk, and region. 

Additionally, males and females were equally infected with COVID-19 disease. The province of onset was 

mainly in Bangkok and its vicinity or central Thailand, as well as industrial areas. Adult workers in the age 

group of 19 to 27 years and 43 to 54 years or over were the seeds of new infection sources. Data mining 

method based on descriptive tasks, i.e., cluster analysis, was possible to analyze the demographic data. 

Cluster analysis was used to categorize datasets into groups based on similarity using K-means clustering. 

The age group of infection cases was used as a variable to identify whether the province of onset and 

infection sources are linked to the transmission of the disease. In future works, data analytics is expected to 

reveal more influencing factors. Young children, teenagers, pre-aged people, and elderly people tend to be at 

higher risk of infection by being close to the patients. If more information about the infected person is 

collected, data analytics could make survival prediction possible. It is certainly possible that data analytics 

could be used to identify and analyze additional influencing factors related to the COVID-19 pandemic in the 

future. As more data is collected and analyzed, researchers may be able to identify new patterns and trends 

that could provide insight into the factors that increase or decrease an individual's risk of infection or severity 

of illness. For example, in addition to age, other factors that may be important to consider when predicting 

the likelihood of survival in patients with COVID-19 could include preexisting health conditions, lifestyle 

factors (such as diet and exercise habits), and the availability of medical resources in the patient's local area. 

By analyzing data on these and other factors, it may be possible to develop more accurate models for 

predicting the likelihood of survival in patients with COVID-19, which could be useful for guiding treatment 

decisions and allocating resources. It is also important to note that while data analytics can be a powerful tool 

for identifying patterns and trends in large datasets, it is only one part of the equation. Ultimately, the 

effectiveness of any prediction model will depend on the quality and reliability of the data that is used to 

develop it, as well as the accuracy and validity of the statistical and machine-learning techniques that are 

applied. 
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