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 Every animal meat has different color and texture, for example, beef has a 

dark red color with a chewy texture, while pork has a pale red color and 

smooth fiber. A previous study has classified types of meat using gray level 

co-ocurrence matrix (GLCM), hue saturation value (HSV), and color 

intensity. In this research, we created meat classification between beef, pork, 

and horse meat using a convolutional neural network (CNN) develop in 

jupyter notebook, using the MobileNetV2 model, and 315 meat images as a 

dataset divided into 3 groups, 70% image for the training dataset, 20% image 

for the testing dataset, and 10% image for validation dataset. Before dividing 

the image into 3 groups, the image is resized to 224×224, and convert the color 

to grayscale. The model is trained with a training dataset, the epoch of 50, and 

Adam optimizer, the results show an accuracy of 93.15%.  
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1. INTRODUCTION 

Meat is a high nutritious food as it is filled with proteins, vitamins and many other nutrients that have 

many useful health effects [1]. With the economic growth and development of people’s living standards, meat 

has become one of the important foods in the human diet. Meat quality such as meat color, tenderness, meat 

texture and juiciness can affect consumers that the important point in choosing the best meat is based on its 

texture, therefore willz have an impact on consumers in purchasing meat with the best quality [2]. 

Animal meat has various colors and textures. For example, beef has dark red color with a chewy 

texture, the fiber in beef is rough and tight, has thick and hard fat, from the aroma typical of the smell of beef. 

Pork has pale red color, the fiber in pork is smooth and loose and has a soft texture, the fat in pork is thick and 

soft with a distinctive fishy aroma. Horse meat has dark red color with a thick texture with tenuous fibers [3]. 

There is also previous research using meat image by extracting its feature like color and texture and classified 

using k nearest neighbor (KNN), support vector machine (SVM), and neural network (NN) using neural net 

from RapidMiner [4].  

The characteristic of horse meat is dark red color with a slight brown tint for older horses, because the 

color of the foal is similar to the color of beef. Horse meat is characterized by thin muscle fibers, interspersed 

with fatty tissue. Foal has a more delicate structure and is easier to digest than beef or pork. Tenderness of 

horse meat unlike other meats, is due to the presence of high level of connective tissue protein, as well as higher 

thermal resistance [5]. 

Classification of meat recognition can be done with several ways. The first way is by using human 

sight, second way can also use meat fat sample and chemical to classified meat, the third way is by using image 

between two types of meat and classification model. There are several related papers on meat classification has 
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been done, one of research using electronic nose and support vector machine (SVM) to detect pork adulteration 

in beef [6]. Some other research using raman spectroscopy and pure fat samples to distinguish between beef 

and horse meat [7]. 

In the branch of artificial intelligence, there is something specific that is learning process known as 

deep learning. Deep learning approach is an algorithm of answers to solve problems in human life today. Deep 

learning has proven to be superior in image processing [8].  

The deep learning method that is often used in the field of image classification is convolutional neural 

networks [9]. Convolutional neural network (CNN) is type of multi-layer neural network inspired by 

mechanism of human thought. Convolutional neural network is a deep learning model consisting of several 

layers: Convolutional, pooling, and fully connected layers [10].  

There are very few researches on meat classification by using image, therefore this research will create 

meat classification using MobileNetV2 and 3 types of meat which is beef, pork, and horse meat. MobileNetV2, 

is one of the convolutional neural network (CNN) architectures that can be used to overcome the need for 

excessive computing resources. The difference between the MobileNetV2 architecture and the CNN 

architecture in general is the use of a convolution layer with a filter thickness that matches the thickness of the 

input image. The MobileNetV2 architecture divides convolution into depthwise convolution and pointwise 

convolution [11]. This research expects MobileNetV2 to be able to classify meat between beef, pork, and horse 

meat. 

 

 

2. METHOD 

Convolutional neural network (CNN) is included in deep learning because it includes the depth  

of the network, deep learning is a branch of machine learning that can make computers do work like  

humans [12]–[16]. Convolutional neural network (CNN) is an enhancement of the multilayer perceptron 

(MLP) which is built to process two-dimensional data [17], [18]. The convolution layer uses filters to extract 

an object. This filter is a weight used to identify objects such as edges, curves, or colors. The output of the 

convolution is in the form of a linear transformation [19]–[22]. As ilustrated in Figure 1, the CNN structure 

consists of input, process, augmentation, classification process and output. The extraction process carried out 

by CNN contains a hidden arrangement or what is commonly called a hidden layer, the hidden layer is a 

convolution arrangement, and there is reactified linear unit (ReLu), and pooling. CNN moves hierarchically so 

that the output of the initial convolution is used as input for the next convolution array [23], [24].  

 

 

 
 

Figure 1. CNN layers 

 

 

Before meat image dataset classified using CNN, preprocessing is carried out on the meat image 

dataset so that the meat image dataset can be fitted into MobileNetV2 as an input. The classification of meat 

types consists of several steps, these steps are image dataset acquisition, pre-processing, extraction features, 
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creating a model, training and validating a model with a training and validation dataset, testing a trained model 

with a test dataset. The flowchart detection system is shown in Figure 2.  

 

 

 
 

Figure 2. Flowchart detection system 

 

 

2.1.  Dataset 

The data used in this research is obtained from internet, the dataset consist of 3 types of meat: beef, 

pork, and horse meat that already divided into 3 folders with total of 315 images, all of the images also have 

extension of .jpg. The images size varies and need to be resized into one size, the purpose of resizing image to 

one size is because CNN model only accepts fixed input. The dataset for beef uses breasts and thighs because 

these parts are easy to detect because they have good texture and fiber. For horse meat use only the breast 

because the part is very visible fiber to distinguish the type. For pork use the breast and thigh because it is easy 

to detect. The dataset for 3 types of meat took only the meat part, not the fat or bones. The meat images sample 

shown in Figure 3.  

 

 

 
 

Figure 3. Meat image sample 

 

 

2.2.  Pre-Processing 

2.2.1. Cropping and labelling image 

Pre-processing of the original image data aims to improve image quality, for example removing noise 

in an image, sharpening the intensity of the edges of objects and removing the effect of blur. Noise can be 

interpreted as information that is recorded in the image, but this information is not needed. The convolutional 

neural network model of MobileNetV2 used in this research require fixed image input size width and height of 

224×224, therefore all of the images in dataset cropped with the provisions of cropping starting from the left, 

right, top, and bottom of the image. The result obtained in the process of cutting this image is to emphasize the 

image in the middle, because it makes it easier for researchers to take important information about the image 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 12, No. 4, December 2023: 1845-1853 

1848 

such as color, texture, and fibers contained in the three meat images. This research use softmax activation in 

output layer, softmax classifier is another form of logistic regression algorithm that can be used to classify 

more than two classes. Softmax can produce more impulsive results and has a better probabilistic interpretation 

than other classification algorithms. Softmax can calculate probabilities for all labels [25]. Therefore, all of the 

image will be labeled with following rules: [1,0,0] for beef, [0,1,0] for horse meat, [0,0,1] for pork. The result 

of labeled image shown in Figure 4.  

 

 

 
 

Figure 4. Result of labeling images 

 

 

2.2.3. Split dataset 

Splitting data is an instruction to split data into two or three parts. The first data section is used to 

develop the model, in this section it is called the data train. The second part is used to evaluate the performance 

of the model, in this part it is called test data. The third section is used to test the performance of the model that 

has been built, in this section it is called data validation [26]. In this research the ratio between training dataset, 

validation dataset, and testing dataset is 70%:20%:10%. After splitting dataset, here the following amount of 

each type dataset: training dataset 255 images, validation dataset 37 images, and testing dataset 73 images. 

Next is to convert color. 

 

2.2.4. Convert image color to grayscale 

Grayscale image is an image with one channel. Each pixel only represents the amount of light in an 

image, so it only produces intensity information. There are several methods to convert an RGB image into a 

grayscale image including the average method and the weighted method. In changing the color image using 

the average method following the formula G = 1/3 (R + G + B). The Average method is considered less efficient 

for use on the human sense of sight to view an image. So that the weighted method was made where this method 

focuses on the green color component, because in human eyesight is more sensitive to the color green. The 

formula used in the weighted method is G = 0.299R + 0.587G + 0.114B [27]. As ilustrated in Figure 5, the 

images are still in red, green, blue (RGB) color model and to convert it to grayscale color model using weighted 

average grayscale. We need to convert the image to array using python library.  

The array holds 3 attributes from images. First attribute hold image width coordinates, second attribute 

hold image height coordinates, third attribute hold image color channel. the array width and height start from 

image top left corner as coordinate [0,0]. Each coordinate hold 3 value which define image color start with red 

color, green color, and blue color. From Figure 5 we can see that the first coordinates [0,0] hold value of red 

color of 174, green color of 56, and blue color of 91. After all images converted into array, the next step is to 

convert image color to grayscale using weighted average grayscale. The result of converted image from RGB 

to grayscale shown in Figure 6.  

It can be seen from Figure 6, that each coordinate of image array holds same value of red, green, and 

blue. It is because of color conversion from RGB to weighted average grayscale. As an example, we can see 

from Figure 4 for coordinates [0,0] hold red at 174, green at 56, blue at 91, if we using weighted average 

grayscale the average of RGB color will be calculated like this (174*0.299) + (56*0.587) + (91*0.114) which 

will result value of 94, the then assign to all color channel of corresponding coordinates.  
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Figure 5. Image array 

 

Figure 6. Grayscale image array 

 

 

In Figure 7 shows the result of some images color model conversion from RGB to Grayscale. From 

the result we can see that pork has whiter color while horse meat and beef have similar color with horse has 

darker spot like picture in the left top corner and right top corner. The last step of pre-processing is scaling 

image.  

 

 

 
 

Figure 7. Grayscale image 

 

 

2.2.5. Scaling image 

The second to last step before using the dataset is to scaling image range of 0 to 1. This step also is 

required because the model that used in this research only accept color range between 0 to 1 [28]. At the 

moment the dataset color range are still in 0 to 255. To scaling it we divide the color range with maximum 

color range which is 255. As an example, for image in coordinates [0,0] with color value of 94. To scale it from 

[0...255] to [0...1] we divide it with 255, the calculation will be 94/255 which the result is 0.3682745. The 

result then assigns to all color channels (red, green, blue) of their corresponding coordinates. The result of 

scaling image color ranges from [0,255] to [0,1] shown in Figure 8.  

 

 

 
 

Figure 8. Scaled image array 
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2.2.6. Data Augmentation 

The augmentation method is the most appropriate method to solve such problems because it can create 

artificial images through various processing means or combinations of several processing, such as random 

rotation, shifting, contrast stretching, and sharpening. without changing the label of the image. The data 

available on the source used still amounts to 293 images. This amount of data is very small to be used in the 

image classification implementation process, so an augmentation process is needed to produce more data to 

get more optimal performance. The last step of pre-processing is to add to the dataset, since rotation and shift 

will cause to lose some part of the image and fill it with the nearest pixel value, to keep all the pixels of the 

image, augmentation only flips the image either vertically or horizontally. 

 

 

2.3. Classification Using MobileNetV2 

The CNN model used in this research is the MobileNetV2 architecture, which is an architecture 

developed by TensorFlow. Input images on the CNN model using images that are size 224×224. The input 

image will then be processed first by the MobileNetV2 architecture with an output of 1,280, dropout 0.5, dense 

3 with softmax activation and adam optimizer [29].  

Dropout is an algorithmic technique used for training data and serves to prevent data overfitting and 

provides a way to efficiently combine many different architecture types [30]. Dense is a function to add a fully 

connected layer. The keras_layer is the MobileNetV2 architecture with an output shape of 1,280, followed by 

a dropout with the rate of 0.5 and an output layer with activation softmax and the number of outputs is 3, these 

results can be seen in Figure 9.  

 

 

 
 

Figure 9. Model summary 

 

 

3. RESULTS AND DISCUSSION 

The CNN MobileNetV2 model is trained with train dataset and validate with validation dataset that 

has been pre-processed, the model will be trained with epoch of 50. The training time per epoch took around 2 

seconds with the longest training time 5 seconds only once, and the rest training time is 3 seconds in 8 epoch 

and 2 seconds in 41 epochs with average of 2.22 seconds training time per epoch and took around 111 seconds 

to train and validate the model. As ilustrated in Figure 10, we can see that the model train accuracy increases 

from epoch 1 to epoch around 40 and decrease at several last epoch, and train loss decrease as epoch increases, 

it can be said that the train accuracy is high with low loss. The accuracy of validation not as high as train 

accuracy but it also can be said that validation accuracy is high because it is hit 97.22% at the end of training 

with loss 0.1081 at the end of training.  

After the model is trained, it is used to classify the meat using a test dataset. As illustrated in  

Figure 11, meat yield is classified by model, out of 32 pictures there is 1 image classified in the wrong type. 

We can see from those results there is one image that is classified as horse meat but is actually meat, while the 

other in the example is classified correctly. From these results, it can be said that the model has an accuracy of 

96.88%. The model then evaluates with the test dataset to get a loss value, and after evaluating we get a loss 

of 0.10.  
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Figure 10. Model train history per epoch 

 

 

 
 

Figure 11. Example of meat classified by the model 

 

 

4. CONCLUSION 

In this research we create system using MobileNetV2 CNN model architecture. Using beef, pork, 

horse meat dataset from Kaggle with total of 315 images that crop size to 224×224 and split into 3 datasets, 

the CNN using MobileNetV2 architecture able to achieve accuracy of 93.15% with dropout rate of 0.5 and 

output using softmax activation. It can be concluded that the research was successfully carried out with very 

high excellent accuracy in classifying between beef, pork, and horse meat. For further research, it can be 

developed again by adding more data image of each meat, more types of meat such as chicken.  
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