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 Artificial intelligence technology has dramatically improved the quality of 

services for human needs, one of which is technology to improve the quality 

of services for the blind and visually impaired, particularly technology that 

can help them understand visual sights to facilitate navigation in their daily 

lives. This study developed an image captioning model to aid the blind and 

visually impaired in outdoor navigation. The image captioning model 

employs the encoder-decoder method, with the convolutional neural network 

(CNN) feature extraction and attention layer as encoders and the long short-

term memory (LSTM) as decoders. ResNet101 and ResNet152 are used in 

the encoder to extract image features. The results of the extraction and 

caption are forwarded to the attention layer and the LSTM network. The 

attention layer uses the Bahdanau attention mechanism. The accuracy of the 

model is calculated using the bilingual evaluation understudy score (BLEU), 

metric for evaluation of translation with explicit ordering (METEOR) and 

recall-oriented understudy for gisting evaluation-longest common 

subsequence (ROUGE-L). ResNet101 performed the best on BLEU-4, 

scoring 91.811% and 94.0337% in the METEOR evaluation. The captioning 

results show that the model is quite successful in displaying a simple caption 

that is suitable for each image. 
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1. INTRODUCTION 

Humans rely on their eyes to obtain visual information from their surroundings. Blind and visually 

impaired (BVI) people, defined as people with visual impairments who use assistive technology [1], face at 

least three significant limitations in their daily activities: limitations in the scope of experience, limitations in 

interacting with the environment, and limitations in mobility [2], [3]. Numerous factors impede BVI people's 

mobility and interaction with the environment, particularly in open public spaces such as roads, sidewalks, 

parks, and city recreation areas [4]. As discussed in [2], the guide stick, which is a tool for the blind when 

traveling, is still not effective enough in helping mobilize the blind, mainly outdoors. In an unfamiliar 

environment, common obstacles such as humans, animals, walls, potholes, stairs, or muddy road surfaces 

pose a high risk of injuring the blind person. The guide sticks commonly used by blind people do not provide 

enough specific information about what objects or obstacles are in front of them, making it difficult for the 

blind to quickly determine their reaction to things around them while moving or walking. 

Advances in artificial intelligence technology to process various types of input data, such as audio, 

images, and even video, have triggered a lot of research and development in the field of assistive technology 

https://creativecommons.org/licenses/by-sa/4.0/
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(AT), including BVI. Research in [5] built a model that predicts emotions in human speech based on audio 

input. Meanwhile, research [6]–[8] builds a model for interpreting human sign language and gestures into 

text based on video input. Many technological and scientific advancements for BVI have been made by prior 

researchers, one of which is BVI with image captioning techniques [4]. Image captioning is a subset of 

artificial intelligence, which combines fields such as computer vision, natural language processing, and 

machine learning to produce descriptive sentences that are in sync with specific images, allowing people to 

understand the implied information in the image [9], [10].  

One of the focuses of image captioning research as part of the visual assistance system [11] is 

providing image descriptions for blind people. The ability to automatically convert images to text can assist 

the visually impaired in navigation or generate information from images. Even so, providing this description 

will be difficult for the computer because, in addition to processing the image, the computer must be able to 

understand the image's content and provide a description in natural language [12]–[14]. Image captioning 

aims to create descriptive sentences that complement the image [15]. Convolutional neural network (CNN) 

has been widely used in captioning work [16], [17] since their popularity in dealing with computer vision 

problems such as classification [18]–[25] and object detection [26]–[30]. The ability of the long short-term 

memory (LSTM) network to learn order dependencies in sequence prediction problems in data series [31]–

[36] makes it widely used for captioning tasks in generating sentence predictions. Research [37]–[40] utilizes 

a combination of CNN as feature extraction and LSTM to predict the output based on the order dependencies. 

Research [11], [41], [42] reviewed several studies on image captioning tasks using various methods. 

The encoder-decoder framework, inspired by neural machine translation, is one of the methods discussed. 

The encoder network is in charge of encoding the image into a temporary representation, and the decoder 

forwards it to produce output in the form of sentences. The well-known neural image caption (NIC) model 

proposed by research [43] is an example of a representation of the encoder-decoder method in image 

captioning tasks. In another study, [43]–[47] used an encoder-decoder approach with CNN and an LSTM 

neural network on the decoder section, maximizing the benefits of LSTM, which can track essential data 

during input processing through “forget gates” to eliminate irrelevant details. The CNN on the encoder, like 

in the classification task, can be built from scratch or using a pre-trained model. Transfer learning is a model 

that was previously trained on a large dataset and then reused (with parameter adjustments) as a starting point 

for other tasks with a new dataset [18], [48]–[50]. The captioning task in [51], [52] was trained using three 

pre-trained models: visual geometry group (VGG) and ResNet. Meanwhile, research [52] employs the 

Inception-v3 encoder and gated recurrent unit (GRU) decoder to generate captions in Indonesian. On the 

other hand, several studies summarized in [53], [54] add an attention layer to the decoder network. This 

attention mechanism is effective in increasing accuracy because it allows the model to focus on essential 

parts when processing input into output sequences [55]. 

With many variations of CNN methods that can be used for image captioning, research [16] 

conducted a comparative study of 17 well-known transfer learning architectures combined with LSTM using 

an encoder-decoder approach. The model is trained on the flickr8k dataset using two methods: with and 

without an attention mechanism. In general, models with an attention layer outperform others in terms of 

accuracy and error reduction. The two CNN architectures that perform best in evaluating bilingual evaluation 

understudy (BLEU) metrics and metric for the evaluation of machine translation output (METEOR) are 

ResNet152 and ResNet 101. Flickr8k, Flickr30k, and microsoft common objects in context (MSCOCO) 

datasets are some well-known datasets commonly used in image captioning modeling training [42]. 

However, during its development, the existing modeling was also trained on other datasets for more specific 

captioning tasks. The study [56] uses a dataset of images related to local tourism in Yogyakarta gathered 

from the Google search engine. This research aims to create a unique image captioning model for Yogyakarta 

tourism that can be expanded into a chatbot system. Research [57] investigated captioning for car image 

datasets and lifelogging datasets [58]. 

Many research and developments to assist the BVI navigation have been carried out by previous 

researchers, both in algorithms and the design of tools or prototypes. Before the development of machine 

learning and massive deep learning, as it is today, previous studies were still based on heuristic algorithms, as 

in the following studies. In 2007, researchers [59] developed a portable device on blind sticks to capture the 

visually impaired’s environmental information. By processing using field-programmable gate array (FPGA) 

and digital signal processor (DSP), the information captured by the stereoscopic camera is translated into a 

tactile feedback system consisting of 27 mini-actuators. In 2011, research [60] developed a smart vision 

prototype to help the visually impaired navigate devices consisting of a stereo camera, a portable computer in 

a pocket or shoulder, and small earphones. Research focuses on local navigation to detect path boundaries 

and obstacles in front of the user and beyond stick’s reach so that the visually impaired can stay on the right 

track and be alert to detected objects. The method used is adapted hough space (AHS) for roads and static 

objects and optical flow for moving objects. In 2012, research [61] proposed a camera-based assistance 

system for the visually impaired to read text from nameplates and text on objects with complex backgrounds. 
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Text on objects is recognized using optical character recognition (OCR) software, then converted into speech 

as the final output. The experimental results were evaluated on the ICDAR Robust Reading 2003 dataset. The 

results showed that the algorithm in this study outperformed the previous algorithm presented in the ICDAR 

dataset, with a precision score of 0.69, recall of 0.56, and time of 10.36. In 2014, research [62] introduced a 

cloud-based outdoor navigation system (COANS) for the visually impaired that uses an external GPS and can 

be accessed via an Android smartphone. The system's test scenarios include detecting traffic light status, 

zebra crossings, and benches near the user. In 2015, research [63] developed a voice-based assistive system 

that used color and infrared proximity sensors as obstacle detectors rather than images. The system's output is 

a device that can provide the user with alerts in the form of sound and vibration when in various fields such 

as grass, roads, paths, zebra crossings, and stairs. 

With the advancement of computer technology and artificial intelligence, research into navigation 

aids for the visually impaired has begun to employ deep-learning image captioning algorithms. In 2018, 

researchers [64] created an image captioning prototype with a Raspberry Pi3 and an image captioning model 

based on the API provided by cloud-based microsoft cognitive services. When an obstacle is detected, the 

developed device produces audio, a vibration signal, and a ringtone. The study's findings are generally 

favorable, though there are some flaws. For example, the caption becomes meaningless when there is a 

shadow in the image. In 2019, researchers [65] created an image captioning model for the visually impaired 

by combining the Stanford CoreNLP model with visual feature extraction using the VGG16 architecture and 

the MSCOCO dataset. The resulting model consistently outperforms state-of-the-art approaches across 

multiple evaluation metrics. The same researcher from research [65], in the following study [66], developed 

the Android application “Eye of Horus” using an image captioning model based on VGG16 and LSTM, with 

the MSCOCO dataset as the source. The results show that the integrated platform has great potential to be 

used by the blind and deaf with advantages such as ease of portability, simple operation, and fast response.  

In 2021, research [67] developed wearable devices to assist the navigation and communication of 

the visually impaired. The device can identify faces, recognize familiar objects, and read text on images. 

Meanwhile, Nasir et al. [68] developed an android-based object recognition model that can aid the blind in 

recognizing ordinary objects they encounter every day, such as money, clothing, and other items. In 2021, 

research [69] combined the deep learning image classification architecture VGG-16 with the RNN algorithm 

to develop an image captioning model for the visually impaired using the flickr8k dataset. The resulting 

model was evaluated using BLEU scores. BLEU-1 scored 0.545418, BLEU-2 0.290155, BLEU-3 0.193921, 

and BLEU-4 0.085051. Research [70] designed automatic image captioning for the visually impaired based 

on AoANet by utilizing the text detected in the image as an input feature and adding a pointer-generator 

mechanism. The dataset used is The Vizwiz Captions dataset. The model successfully outperformed the 

original AoANet, with a CIDEr score of 35% and a SPICE score of 16.2%. In 2022, research [71] developed 

an image captioning application with voice output on Android aimed at the visually impaired. This research 

uses LSTM and GRU algorithms with pre-trained model VGG16 and MS COCO datasets. 

Aside from the image captioning method, several researchers have created tools for the visually 

impaired based on object detection and semantic segmentation. In 2019, researchers [72] created an 

implementation of single shot detection (SSD) and the MobileNet architecture for visually impaired object 

detection models. The MSCOCO dataset was used in the research. The model contains a Raspberry Pi with 

an audio output. In 2021, research [73] developed an object detection prototype with sound output for the 

visually impaired. The model was developed by combining a single-shot multibox detection framework with 

the MobileNet architecture to create a rapid real-time multi-object detection device that is compact, portable, 

and has a short response time. 

The following are the main contributions of this study: we developed an image captioning model to 

aid BVI outdoor navigation. The image captioning model employs the encoder-decoder method, with the 

CNN feature extraction and the attention layer as encoders and the LSTM as decoders. Based on research 

[16], the CNN ResNet101 and ResNet152 feature extraction architectures are compared to determine the best 

architecture that can be used. The Bahdanau attention mechanism is used on the attention layer. The 

bottleneck issue in conventional encoder-decoder systems can be solved by the Bahdanau attention [74]. The 

model was created using a primary dataset of images of open public spaces in Bengkulu, Indonesia. 

Compared to previous related studies cited in this chapter, it is clear that this research has made a significant 

contribution.  

 

 

2. METHOD 

Modeling will typically perform two main functions. First, extract the image features. Second, using 

the previously extracted image features, create a suitable description. Figure 1 depicts the modeling 

workflow. 
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Figure 1. Modeling workflow 

 

 

2.1.  Data acquisition 

The research focuses on image collection in open public spaces. The data collection method used in 

this study includes all stages of the data acquisition process required to build the model. As a result, we 

conducted interviews with blind people at the Dharma Bhakti Kesejahteraan Sosial Amal Mulia Foundation 

before gathering the data. Three of the ten questions asked concern respondents' activities in open public 

spaces: 

i) How often do you travel in open public spaces, and what are the common obstacles you face? 

ii) How can describing a visual scene help them create a mental map? 

iii) What types of devices are comfortable to use? 

 According to the interviews, three places in open public spaces are frequently passed by blind 

people in their activities: sidewalks, roads, and city parks. In addition to interviews, the field study 

(observation) method was used with one of the respondents, an active student at a private university who 

walks to campus every day. The findings of interviews and field studies are then used to compile datasets.  

 

2.2.  Dataset and caption annotation 

The dataset consists the collection of public space photographs taken by the researcher in Bengkulu 

city, Indonesia. Images were taken with a mobile camera at a distance of 1.5-2 meters from the object, using 

eye angle and high angle techniques. Images in the primary dataset are classified into seven classes based on 

the similarity of the scene and the obstacles in the image: puddles, potholes on sidewalks, cars, motorcycles, 

intersections, ditches, and zebra crossings. The dataset comprises 2788 images, which are subsequently 

divided into training, validation, and testing sets with a ratio of 80:10:10. The distribution of training, 

validation, and testing datasets is shown in Table 1. 

The Flickr8k dataset [42], one of the most commonly used datasets for captioning tasks, is used for 

image naming formats and caption file storage, training, validation, and testing. Each image has three 

captions that are related to the description and explain the situation in the image. Table 2 shows the sample of 

images and captions in the dataset, and Figure 2 represents some of the most and least words in the dataset. 

 

 

Table 1. Dataset distribution 
Stage Total 

Training 2447 

Validation 223 

Testing 118 
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Table 2. Sample of images and captions 

Image file_name caption 

 

trotoar-berlubang-42.jpg#0 Hole in the middle of the sidewalk.  
trotoar-berlubang-42.jpg#1 Pavement with holes. 

trotoar-berlubang-42.jpg#2 Be careful; there is a hole in the middle of the sidewalk. 

 

selokan-kiri-m-1.jpg#0 Ditches and cars are on the left side of the road. 

selokan-kiri-m-1.jpg#1 Road with a car and a ditch on the left. 

selokan-kiri-m-1.jpg#2 Be careful; there are ditches and cars on the left side of 
the road. 

 

 

 

 

Figure 2. Top 25 most and least words in captions 

 

 

2.3.  Dataset preprocessing 

The size of the image datasets collected varies. As a result, resizing the image to conform to the 

input standard specified in the transfer learning architecture rules is critical. The input size used is 224×224 

with RGB image format. In addition to resizing, images are augmented to enrich the dataset. Random 

brightness, random blur, and random rotation are some of the augmentations used. 
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While preprocessing on captions is done to convert previous words sentences into a series of tokens 

based on a unique word index in the dictionary. Caption preprocessing consists of the following steps: 

a) Special token: This special token consists of <sos> as token added at the beginning of a sentence, <eos> 

at the end of a sentence, as replacement token for unmatched words of the vocabulary in the dictionary, 

and <pad> as an additional token to equalize the sequence entire length. 

b) Lower cace: Captions will be changed to lowercase so the vocabulary will have a unique, non-repeating 

vocabulary. 

c) Tokenization: It is the process of breaking text into smaller pieces (tokens). In the caption dataset, 

sentences will be broken down into word sequences. Each word will then be numbered for the computer 

to understand the data. 

d) Convert the token to a sequence of token: The tokens will be converted back into sequences after the 

caption is changed to a token with unique numbering. In the sentence, this process generates a word 

order vector. 

e) Padding Sequence: We must equalize the length of the sequences in order for the model to be trained. 

Padding sequences will add 0 to each word sequence vector whose length is less than the maximum 

length specified. 

 

2.4.  Modeling 

The modeling stage will typically perform two significant functions. First, image features must be 

extracted. The second task is to create a suitable description for each image. At the training stage, there are 

two types of inputs. First, the input is an image that has been resized to match the standard size established as 

a rule in the transfer learning architecture. Because we will be using the ResNet architecture, we must ensure 

that the image has a size of 224,224,3 before proceeding. The second input is a caption preprocessed to 

become a token index sequence. 

Figure 3 shows the architecture of image captioning used in this research. Feature extraction on the 

encoder uses CNN with ResNet101 architecture compared to ResNet152. Both pre-trained models were 

previously trained for the 1000 class classification task on the ImageNet dataset. The ResNet101 and 

ResNet152 architectures are then loaded using the PyTorch framework. The final two layers, the 

classification layer, will be removed because they will be used for a different task, in this case, image 

captioning. The feature extraction output from the encoder will then be forwarded to the attention layer. The 

attention layer is a connecting layer that aims to improve the performance of the encoder-decoder. The 

attention layer will learn to focus on certain parts of the image that are considered necessary by dividing the 

image into n parts, then calculating attention weights. In this layer, the input will then be mapped to the 

vector space of the hidden state and used to initialize the hidden and cell states. The result is a context vector 

which is then forwarded to the LSTM network. The decoder will then loop to generate word predictions, 

starting with <sos> as the initial initialization. The process will stop when the decoder generates a <eos> 

token. 

 

 

 
 

Figure 3. Image captioning architecture 

 

 

2.5.  Evaluation 

The model's performance will be evaluated using the BLEU matrix. The BLEU score is a metric for 

evaluating machine-translated texts automatically. The BLEU value represents how similar the candidate text 

or machine-generated prediction is to the reference text [75], [76]. The BLEU score compares text from the 

engine to a high-quality reference set using a number between zero and one. A value of 0 indicates that the 
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engine's text results are of low quality, whereas a value closer to 1 indicates that the engine's text results are 

of high quality.  

METEOR is used to evaluate the translated text by clearly matching word-to-word between the 

reference text and the predicted text using a combination of unigram-precision, unigram recall, and 

fragmentation measures to measure how well the word order is between the predictive and reference texts 

[77], [78]. The match score will be calculated against each reference independently to get the best score. It 

also applies when the model has more than one reference text for each predictive result. Meanwhile, in the 

ROUGE-L evaluation [79], [80], the precision and recall scores did not depend on the n-grams match 

sequentially but used longest common subsequences (LCS) to measure the similarity between the reference 

text and the predicted text, where LCS was the most extended series of words that were both found in 

reference and predictive texts. 

 

 

3. RESULTS AND DISCUSSION 

The research uses the ResNet architecture as an encoder to extract image features and LSTM with 

an attention layer on the decoder side to produce word sequences as caption predictions. We compare two 

ResNet architectures on the encoder side: ResNet101 and ResNet152. During the training process, we applied 

a learning rate of 0.0001 for both models. Figure 4 depicts the graphs of loss and accuracy during the model 

training process. ResNet101 training and validation loss, ResNet101 training and validation accuracy, 

ResNet152 training and validation loss, and ResNet152 training and validation loss are all depicted in Figures 

4(a) to 4(d), respectively. As epochs increase, graph values are automatically updated. We also implement an 

early stop 70 to ensure the model training process runs optimally to achieve the minimum loss value and the 

highest possible accuracy score. The training process will be automatically stopped if, during the addition of 

seventy epochs, the accuracy and validation score of the model no longer increase. Then the training process 

will be automatically completed. 

ResNet101's best accuracy is 66.303% in training and 65.664% in validation. Hence, the training 

loss of the ResNet101 model was reduced to 0.772 for training and 0.894 for validation in the 70th epoch. The 

model becomes increasingly overfit in the next epoch increment, where the training loss score no longer 

decreases significantly while the validation loss score increases periodically. When early stopping reached its 

maximum limit at the 140th epoch, the training process ended. 
 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 
(d) 

 

Figure 4. Loss and accuracy rate on training and validation dataset during the training phase, (a) training and 

validation loss of ResNet101, (b) training and validation accuracy of ResNet101, (c) training and validation 

loss of ResNet 152, and (d) training and validation loss of ResNet152 
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The training loss in the ResNet152 model has been reduced to 0.748, and the validation loss has 

been reduced to 0.902. Meanwhile, training accuracy has reached the highest value of 65.624%, while 

validation accuracy has reached 64.986%. The ResNet152 training process, like the first, ends at the 100 th 

epoch when the training loss no longer decreases. The validation loss score, on the other hand, continues to 

rise, indicating that the model has become overfit, as illustrated in Figure 5. Figures 5(a) and 5(b) show the 

BLEU score for ResNet101 and ResNet 152, Figures 5(c) and 5(d) show the Rouge-L score for ResNet101 

and ResNet 152, Figures 5(e) and 5(f) show the METEOR score for ResNet101 and ResNet 152. After 

reaching the maximum early stop, the training process was terminated, and no further training was 

conducted. For training, there is no set epoch limit. However, if the validation error value rises, the training 

process can be halted because, in some cases, a higher number of epochs may cause the model to overfit, as 

described in the paper [28]. 

Quantitative evaluation was carried out using BLEU, METEOR, and ROUGE-L metrics. These 

three are metrics commonly used in natural language generation (NLG) evaluation to compare the predicted 

text with a collection of reference texts from the dataset. The evaluation results are shown in Table 3 and 

Figure 5. The ResNet101 dominates the best evaluation scores on the BLEU-2, BLEU-3, BLEU-4, and 

Rouge-L metrics. However, in evaluating BLEU-1 and Meteor, ResNet152 got better results than ResNet101. 

Further, Figure 5 displays the evaluation graphs for the two trained models. 

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

 
(e) 

 

 
(f) 

 

Figure 5. Graph of BLEU, ROUGE-L, METEOR evaluation for (a) ResNet101, (b) ResNet 152, (c) 

ResNet101, (d) ResNet 152, (e) ResNet101 and (f) ResNet 152 
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Table 3. Models score 

Evaluation score (%) 
Architecture 

ResNet101 ResNet152 

BLEU-1 96.946% 97.236% 
BLEU-2 94.589% 94.266% 

BLEU-3 93.144% 92.543% 

BLEU-4 91.811% 90.965% 
METEOR 79.380% 79.950% 

ROUGE-L 94.0337% 93.5453% 

 

 

The best model is taken from the results of the ResNet101 encoder training in the 70 th epoch when 

the model gets the minimum validation loss value and the highest BLEU-4 evaluation value. Furthermore, we 

also tested the best modeling on the test data set, a new data set that the model has never seen before. Some 

of the testing results can be seen in Figures 6 to 9. In general, the testing showed good prediction results for 

each image, although there were still some prediction errors and poor wording in some prediction results. In 

Figure 6, the three reference captions read ('#0 The car parked in the middle of the sidewalk.', '#1 Watch out 

for cars in the middle of the sidewalk.', '#2 Be careful of parking cars in the middle of the sidewalk.'). It can 

be seen that the model can recognize cars and pavement objects well and gives predictive text results that are 

similar to the caption in the reference, which reads 'the car parked in the middle of the pavement'. Figure 9 

shows the three reference captions (#0 hole). In the middle of the sidewalk, #1 pavement with holes, #2 Be 

careful there is a hole in the middle of the sidewalk). The model appears to show good prediction results by 

recognizing the 'hole' object in the middle of the sidewalk and displaying the sentence 'hole in the middle of 

the sidewalk' as a prediction. This result is similar to one of the captions in the reference. 

 

 

 

 

 

 

Figure 6. Caption prediction 1 

 

 

The unsatisfactory result is shown in Figure 7 with three reference captions (#0 Motorcycle parked 

in the middle of the sidewalk, #1 Be careful of parking motorbikes in the middle of the sidewalk, #3 Be 

careful the motorbikes parked in the middle of the sidewalk ). The model seems to misrecognize the motor 

object as 'cars' to display the prediction result for the caption 'watch for cars in the middle of the.' Meanwhile, 

in Figure 8, the model displays the result of the caption prediction, which is quite different from the reference 

caption. The reference caption writes an image caption in the form (#0 Ditch on the left side of the road, #1 

The road with the gutter on the left side, #2 Be careful there is a ditch on the left side of the road). However, 

the model seems to recognize the ditch and sidewalk objects in the image so that it displays a caption 

prediction in the form of 'sidewalk with a gutter on the left side.' Although slightly different, this prediction 

seems reasonable because if we look closely at Figure 8, it shows a visual scene in the form of a sidewalk 

with a gutter on its left side instead of a sidewalk and a road. Interestingly enough, the model can recognize 

the gutter's position on the sidewalk's left side. 
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Figure 7. Caption prediction 2 

 

 

 

 

 

 

Figure 8. Caption prediction 3 

 

 

 

 

 

 

Figure 9. Caption prediction 4 
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4. CONCLUSION 

An image captioning model was developed in this study to describe visual sights in an outdoor 

environment, thereby assisting BVI people's navigation and creating a mental map for obstacles or obstacles 

that may be encountered in the outdoor environment. The image captioning model employs an encoder-

decoder approach with an attention layer based on CNN and LSTM. ResNet 101 and ResNet 152 are the 

CNN architectures used in this study. The dataset contains 2788 images divided into seven categories: 

puddles, sidewalk potholes, cars, motorcycles, intersections, ditches, and zebra crosses. Based on the 

evaluation metrics of BLEU, METEOR, and ROUGE-L, it can be concluded that the image captioning model 

generated from the training process using a set of datasets in open public spaces has pretty good performance. 

The ResNet 101 encoder has a slightly better performance than the ResNet 152. The image captioning model 

with the ResNet101 encoder has the best score on evaluation with BLEU and ROUGE-L metrics. In BLEU-

4, which calculates precision weights up to 4 grams, the ResNet101 encoder gets a score of 91.811%, which 

is the highest BLEU-4 score in the training process, while the ROUGE-L evaluation metric shows a score of 

94.0337%. Further development for future research, datasets can be added that discuss more diverse scenes in 

the public space environment and create richer captions by recognizing more objects and small details in 

images and making more diverse variations of descriptive sentences. 
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