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 Nowadays, e-commerce is becoming an essential part of business for many 

reasons, including the simplicity, availability, richness and diversity of 

products and services, flexibility of payment methods and the convenience of 

shopping remotely without losing time. These benefits have greatly optimized 

the lives of users, especially with the technological development of mobile 

devices and the availability of the Internet anytime and anywhere. Because of 

their direct impact on the revenue of e-commerce companies, recommender 

systems are considered a must in this field. Recommender systems detect 

items that match the customer's needs based on the customer's previous 

actions and make them appear in an interesting way. Such a customized 

experience helps to increase customer engagement and purchase rates as the 

suggested items are tailored to the customer's interests. Therefore, perfecting 

recommendation systems that allow for more personalized and accurate item 

recommendations is a major challenge in the e-marketing world. In our study, 

we succeeded in developing an algorithm to suggest personal 

recommendations to customers using association rules via the Frequent-

Pattern-Growth algorithm. Our technique generated good results with a high 

average probability of purchasing the next product suggested by the 

recommendation system.  
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1. INTRODUCTION 

Today, with the development of digital technologies and the ease of access to the internet, we are more 

and more exposed to a wealth of information [1]. This development brings a lot of diversity to users, but this 

multitude of information sources and information overload can become problematic [2]. In order to remedy this 

problem, various tools have been developed to filter information before transmitting it to users. Recommendation 

systems are tools that allow such filtering [3]. The main goal of these systems is to facilitate decision making for 

users by offering them information according to their preferences [4], [5].  

Generally, there are two main categories of recommendation systems. One is done with content-based 

filtering and the other is done with collaborative filtering [6]. The content-based approach is implemented by 

taking into account the characteristics of the recommended products and creating groups of products using a 

similarity measure on their content [7]. Content implies a relationship between a word and a product [8]. One of 

https://creativecommons.org/licenses/by-sa/4.0/
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the main drawbacks of this approach is that the features are usually acquired using external information that is not 

always available. On another note, collaborative filtering typically uses a neighborhood of similar users and 

recommended products based on the history of other users within the same neighborhood [9]. When systems issue 

their recommendations, they can do so globally or locally [10]. "Globally" means that all users will receive the 

same recommendations. While "locally" means that the recommended items will not be the same for all users. 

Two approaches exist in the literature when developing a recommendation system using collaborative 

filtering [11]. The first approach is memory-based. That is, the system will issue its recommendations based on a 

neighborhood contained in memory. Whereas the second approach is rather model based [12]. Thus, it is 

necessary to first create models that resemble the users' behaviors and then use these models to issue 

recommendations. In practice, it has been shown that the memory-based approach offers better performance in 

terms of accuracy while the model-based approach is more efficient at large scale with large data sets. 

There are mainly two types of information that are used by recommender systems, implicit and explicit 

information [13]. Explicit information is translated as information provided by the user. It is possible to provide 

this information through the use of ratings, wish lists, and comments. Unlike explicit information, implicit 

information uses only information for which the user has not been asked. For example, when a user buys a product, 

it creates a purchase history for that user. It is possible for implicit information recommendation systems to use 

this information to create different user profiles.  

This paper is structured. Section 2 is devoted to some related work. Section 3 presents the background 

of recommender systems. Section 4 describes our methodology. Section 5 present the results obtained. Section 6 

concludes the paper. 

 

 

2. RELATED WORK 

In this section, some recent papers on recommender systems in e-commerce are cited. Kuo and  

Cheng [14] proposed a personalized content-based recommender system integrating the architecture of the 

existing traditional content-based recommender system for e-commerce with the addition of a feedback adjuster. 

The results showed that the proposed system which is based on a more objective approach can determine customer 

preferences based on their repeated purchase behavior, thus avoiding subjective judgments. Huang [15] conducted 

a comparative analysis of three popular recommendation algorithms on a data set of the Alibaba website. The 

experimental results revealed that the convolutional neural network recommendation algorithm based on deep 

learning outperformed the other algorithms. In another study [16], Chehal et al. proposed an approach to improve 

recommendations by taking advantage of the product evaluation feature. This method involves extracting product 

features from user-provided feedback and not recommending products with irrelevant features in order to improve 

the recommendation list. In [17], a comparative study was conducted of various collaborative filtering algorithms 

to evaluate their performance, namely: K-Nearest Neighbor, Slope One, co-clustering and Non-negative Matrix 

Factorization. The results showed that the K-Nearest Neighbor algorithm for item-based collaborative filtering 

outperformed the other models. In [18], Xuecong et al. implemented a solution to build an e-commerce 

recommendation system on the cloud computing platform to manage massive commodity information and user 

information more efficiently. The proposed solution enables them to increase the capability of massive data 

mining and business intelligence analysis and achieve high-performance computing at reduced cost. The authors 

suggested in [19] an approach of collecting and pre-processing real-time data from multiple e-commerce 

platforms, which generate user data, and gathering all personalized user data to prepare for the next data mining, 

and then using the data mining technology in big data to automatically recommend personalized products to 

satisfy the personalized needs and tastes of customers. In [20], in order to identify customer preferences, the 

authors proposed an improved conjoint analysis method. To evaluate their method, they compared it with other 

prediction algorithms namely: generalized linear model, decision tree, random forest, gradient boosted trees, and 

support vector machine. The experimental results showed that this joint analysis network performs well and works 

good for choosing a product among several attributes to get the best price despite its limitations. 

 

 

3. BACKGROUND 

There are various types of approaches to realize a recommender system. In this section, the approaches 

discussed apply to both explicit and implicit information recommender systems. In general, a recommender 

system is a means of filtering data of user’s "U", a set of products "P" and a utility function "h" that indicates 

the level of interest of a user in a given product. Consequently, recommender systems can be considered as a 

function to be maximized, which can be written in the following form (1). 

 

∀𝑢 ∈ 𝑈, 𝑖′𝑢 = 𝑎𝑟𝑔𝑖∈𝐼 max ℎ(𝑢, 𝑖) (1) 

 



Int J Artif Intell  ISSN: 2252-8938  

 

Machine learning based recommender system for e-commerce (Manal Loukili) 

1805 

Where "I" refers to a group of products for "U", and the utility function "h" is particular to the 

employed type of approach. As well, the utility function "h" depends on the type of information used, either 

implicit or explicit. The group of products "I" plays a crucial role in the formulation of a recommender system, 

as it represents the set of items that can be recommended to the users. The size and composition of this group 

can have a significant impact on the accuracy and relevance of the recommendations generated by the system. 

Additionally, the choice of the utility function "h" is specific to the employed approach and is influenced by 

the type of information used, whether implicit or explicit. For instance, the utility function for a collaborative 

filtering approach is often based on the similarity between users or items, while the utility function for a 

content-based approach is based on the attributes or features of the items. The utility function should be chosen 

carefully to ensure that the recommendations generated by the system align with the user's preferences and 

needs. 

 

3.1.  Collaborative filtering 

Collaborative filtering is the process of using the collaboration of users, to make a recommendation 

[21]. The way collaborative filtering works is as described,  

− First, it gathers information like reviews or purchase behavior from users to determine their interests.  

− Next, it checks the collected information against other users and locates the strongest similarities.  

− Lastly, the system suggests products to the similar target users. 

Collaborative filtering can be done either by keeping all information about similar users in memory, 

or by creating a preference model from this information [22]. With a system where information is kept in 

memory, the two most popular similarity measures are the cosine measure (2) and the Pearson correlation (3). 

The Pearson correlation is useful when the recommendation system uses explicit information while the cosine 

measure is used when there is implicit information such as a purchase history [23]. When collaborative filtering 

is used to create a model, other techniques such as segmentation [24] are used to discover latent information 

that could explain the purchase of a product or the outcome of a quote. 

 

cos(�⃗�, �⃗�) =
𝑥.�⃗⃗�

||𝑥||∗||�⃗⃗�||
 (2) 

 

𝑃𝐶(𝑥, 𝑦) =
∑ (𝑥𝑖−�̄�)

𝑛
𝑖=1 (𝑦𝑖−�̄�)

𝑛∗𝑠𝑡𝑑𝑒𝑣(𝑥)∗𝑠𝑡𝑑𝑒𝑣(𝑦)
 (3) 

 

3.2.  Trusted network 

Trust networks use similar principles to collaborative filtering but take the similarity between users a 

step further [25]. Research on trust networks is motivated by the hypothesis that there are other factors, besides 

the traditional similarity measures used in collaborative filtering, that can lead a user to purchase a product 

[26]. This hypothesis is based on the idea that in everyday life, people sometimes ask for advice from reputable 

people, and discuss a product with their friends. In contrast to collaborative filtering where similarity is based 

on the profiles of individuals, the main interest of trust networks is the trust relationship that links users 

together. 

The main advantage of adding a network of trust to a system using collaborative filtering is that it 

allows the cold start problem to be relaxed [27]. With the network of trust, even if the user is new to the system, 

he can still receive recommendations if he is connected to other individuals. Obviously, this requires that the 

individual knows other users who are part of the system. Also, when a product is not found in the user's 

immediate network, the search can move forward with a second level of trust and so on. However, even though 

this provides very high coverage, as the search moves further from the source, the accuracy decreases. 

There are two broad categories of trust: context-specific interpersonal trust and impersonal trust. The 

former indicates trust where a user trusts those around him/her only for a specific context and may trust a 

completely different group for a different context. For example, a user might trust his or her entourage to go 

see a movie but might also trust a real estate agent to make a house purchase. The second indicates a systematic 

trust that describes a user's trust as a whole within a group. For example, two individuals trust each other 

because they are in the same group. 

 

3.3.  Latent model 

Unlike approaches that use a trust network or collaborative filtering, recommender systems that use 

latent models will not hold user information in memory during recommendation [28]. Instead, they will use 

this information to create models using data mining techniques. In order to create a model, the system first 

trains its model with random parameters and then refines the parameters with one or more cost functions. 

Unlike the in-memory approach, the latent model approach will not necessarily attempt to find direct links 

between users and products. Instead, they will try to discover latent links that will motivate the user to purchase 
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a product [29]. Following this idea, it is then possible to capture facts that could motivate some users to prefer 

certain products without it being obvious to a traditional system. However, it is difficult with this approach to 

explain the reasoning behind a recommendation, as the guidelines do not have properly identified labels. That 

is, a latent factor may be a mixture of different regular factors.  

Latent model development in the area of recommender systems often employs the matrix factorization 

technique [30]. This technique allows users and products to be associated in a new space where the relationships 

between users and products can be defined by using the dot product. The matrix in the initial space is usually 

formed of users for the rows and products for the columns. Thus, to compute an estimated score for a product, 

one must take the user vector and the product vector in the latent space and then compute the dot product 

between these two vectors. However, since data sets for recommender systems are often scattered, it is 

important to be careful not to add too much noise to the new space. 

 

3.4.  Association rules 

Association rules are typically used to discover repeating patterns in data sets that can be very large 

[31]. Like trust networks, association rules are often combined with a collaborative filtering approach to make 

the latter even more accurate. In general, association rules follow a probabilistic cause and effect model. That 

is, the system analyzes a multitude of events and then groups the instances that precede a fact.  

Association rule-based recommender systems typically use a transaction history to extract the rules 

that will allow systems to make associations [32]. However, these methods often lead to a very large number 

of rules, which makes the knowledge obtained from these rules inefficient. In addition, association rule methods 

require explicit parameters such as the number of rules and the confidence level associated with these rules, in 

previous work, a recommendation system was created based on association rules, which are produced using a 

model that performs quality control on them from the moment of creation. Basically, there are two types of 

associations: associations between products and associations between users. For example, an association 

between products may be that users who like product A and product B also like product C. As for the association 

between users, this could be that items that are liked by user A and user B are also liked by user C. This practice 

allows us to find inferences between rules and analyzing the overlap between users allows us to make 

recommendations to users who do not have much similarity directly between them. 

Although using a model to create association rules increases the quality of the association rules, the 

problem remains that the number of rules produced is still high. Therefore, the noise caused by a very large 

number of rules reduces the confidence in the recommendations significantly. An association rule can be 

defined as a truth table that results from the combination of two or more features [33]. Association rules are a 

set of "if-then" statements designed to provide probability of relationships among data features [34], in large 

data sets of various types of databases. Association rule mining makes a variety of use cases and is widely used 

to help discover sales correlations in transactional data sets. Association rules are based on the following three 

parameters [35]:  

− Support: is a measure of the percentage of items, whether a single item or a combination of items, that 

appear in the data set. The support value is a measure of how frequently the item set appears in an 

association. 

− Confidence: is a measure of the probability's accuracy of an item's occurrence relative to another item. The 

confidence value is between zero and one, where the closer the confidence value is to one, the more 

probable the two items are to occur together. 

− Lift: is the ratio of the support observed compared to the support that would be expected if X and Y were 

independent. The lift shows the value of the rule based on random events X and Y. 

Association rules are useful for analyzing and predicting customer behavior [36], [37]. They are 

particularly important in customer analysis, shopping cart analysis, product and customer clustering, catalog 

design and store management [38]–[40]. Algorithms that use association rules include AIS (Artificial Immune 

Systems), SETM (Self-Exciting Temporal Point Process Model), and Apriori [41]. 

− Apriori algorithm 

The Apriori algorithm uses frequent item-sets to build association rules [42]. The algorithm is 

developed to work on transactional data sets [43]. Based on the association rules, it can assess the strength or 

weakness of the connection between two objects. Through a breadth-first search and a hash tree, the algorithm 

can successfully compute the itemset associations. The process is iterative in order to find frequent sets from a 

large data set. 

− FP-Growth algorithm 

The frequent pattern growth (FP-Growth) algorithm is an improved version of the Apriori algorithm 

[44]. It is an alternative method for finding frequent item-sets without using candidate generations [45], by 

employing a divide-and-conquer strategy. This efficient and scalable approach relies on the use of an extended 
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prefix-tree structure to store compressed and crucial frequent pattern information, called a frequent pattern tree 

(FP-tree), which preserves the association information of item-sets [46].  

 

 

4. METHODOLOGY 

To overcome the problem of customer decision making and to increase sales, the implementation of 

an accurate and efficient product recommendation system is crucial [47]. In this paper, an association rule-

based recommendation system, via the FP-Growth algorithm, is adopted because it provides high accuracy 

while being easy to implement and explain. Thus, the results of this model are understandable: all the rules 

specific to the activity can be read in the association table. The Figure 1 shows the steps of our methodology. 

 

 

 
 

Figure 1. The proposed recommender system workflow 

 

 

4.1.  Data visualization 

The data set used is "Online Retail" from the Machine Learning Repository. This is a transactional 

data set that contains 406,829 transactions for a UK-based registered e-commerce company that sells unique 

gifts. The dataset includes information on customer identification, invoice number, stock code, product 

description, quantity, invoice date, unit price, total invoice price, and country [48]. Figure 2 shows the first 10 

rows of the data set used.  

 

 

 
 

Figure 2. The data set used 

 

 

4.2.  Data pre-processing 

First, we kept only the products that the customer has actually put in his basket by deleting the products 

that correspond to the company's gifts to customers. Then we grouped all the products that a customer has 

purchased in a new data set. Each line corresponds to a transaction including the invoice number, the customer 

ID and all the products purchased as shown in Figure 3.  

 

 

 
 

Figure 3. The data set of all products purchased by each customer 
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4.3.  Association Rules modelling 

For the determination of the association rules, we used the FP-Growth model which allows, from a 

history of transactions, to determine the set of the most frequent association rules in the data set. To do this, it 

needs as input parameter the set of transactions composed of the baskets of products that the customers have 

already purchased. To establish the table of associations, it is necessary to define 2 hyperparameters: 

− minSupRatio: It represents the minimum support for an item set to be identified as frequent.  

− minConf: It represents the minimum confidence for generating an association rule.  

The system generated 4,970 association rules as shown in Figure 4.  

 

 

 
 

Figure 4. Association rules data set 

 

 

Once the association rules were established using the FP-Growth model, they were applied to the 

customers' product baskets. This was done to recommend products to customers based on their past purchase history. 

Using the recommended products, the estimated prices were then calculated, as demonstrated in Figure 5. 

 

 

 
 

Figure 5. Association rules data set applied to customers’ baskets 

 

 

5. MODEL EVALUATION AND RESULTS  

The evaluation of a recommendation system is a crucial step in determining its effectiveness in 

improving sales and customer satisfaction. In this study, the performance of the recommendation system was 

evaluated by calculating the average probability of the next product that the customer will buy (Paverage). In 

addition, the expected incomes from the predicted and suggested products were also calculated and presented 

in Table 1. This evaluation allowed for an estimation of the potential revenue increase that could be achieved 

with the implementation of the proposed recommendation system. 
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Table 1. The performance of the recommender system 
Number of suggested for each customer Paverage (in %) Generated turnover (in $) 

1 69.3374553 36,891.891891 

 

 

6. CONCLUSION 

In today's information-intensive age, data overload has become an obstacle to making the right 

decisions at the right time. Particularly for e-consumers, accurately and quickly determining the information 

that is of interest to them in this constant chaos is a primary challenge for every e-commerce organization. For 

this reason, recommendation systems are called upon to solve this problem and help users make the right 

decisions. In this light, the objective of our study was to implement a recommendation system based on 

association rules via the FP-Growth algorithm. The limitation of this work is that some of the evaluation 

characteristics of a recommender system, such as diversity and explainability, are difficult to define. Real-

world evaluation, including A/B testing and sample testing, is a powerful technique for evaluating a new 

recommender system. Indeed, as a next work, we will set up recommendation systems based on different 

machine learning models to conduct A/B testing and define the best performing model. 
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