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 This study investigates deep learning models for financial data prediction and 

examines whether the architecture of a deep learning model and time-series 

data properties affect prediction accuracy. Comparing the performance of 

convolutional neural network (CNN), long short-term memory (LSTM), 

Stacked-LSTM, CNN-LSTM, and convolutional LSTM (ConvLSTM) when 

used as a prediction approach to a collection of financial time-series data is 

the main methodology of this study. In this instance, only those deep learning 
architectures that can predict multivariate time-series data sets in parallel are 

considered. This research uses the daily movements of 4 (four) Asian stock 

market indices from 1 January 2020 to 31 December 2020. Using data from 

the early phase of the spread of the Covid-19 pandemic that has created 
worldwide economic turmoil is intended to validate the performance of the 

analyzed deep learning models. Experiment results and analytical findings 

indicate that there is no superior deep learning model that consistently makes 

the most accurate predictions for all states' financial data. In addition, a single 
deep learning model tends to provide more accurate predictions for more 

stable time-series data, but the hybrid model is preferred for more chaotic 

time-series data.  

Keywords: 

Chaotic data 

Deep learning 

Financial prediction 

Multivariate model 

Time-series 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Harya Widiputra 

Faculty of Information Technology, Perbanas Institute 

Jakarta, Indonesia 

Email: harya@perbanas.id  

 

 

1. INTRODUCTION 

A type of data that is gathered the most frequently is time-series data. This is also one of the forms of 

data that is used to construct a model, which is done through a number of different methods that have been 

widely researched and also applied in real-world settings, that may reflect the behaviour of a dynamic system 

[1], [2]. However, one of the greatest challenges in time-series analysis, which occurs in many industries such 

as banking, statistics, and computing, is selecting the ideal prediction model that is derived from historical data 

and has the capacity to improve forecast accuracy [1]–[3]. 

In regard to the explanation that was given in the first paragraph above, numerous strategies and 

algorithms have been devised so that time-series data can be used to construct prediction models that can further 

be utilized in forecasting their future movements such as in [4], [5], and [6]. One very successful approach for 

time-series prediction is the use of deep learning. Deep learning models are a powerful tool for time-series 

prediction because they can automatically learn complex patterns in the data, which can be difficult to identify 

using traditional statistical methods [7]. In particular, recurrent neural networks (RNNs) and their variants, 

such as long short-term memory (LSTM) networks, have proven to be highly effective for time-series 

prediction. RNNs are designed to process sequential data, such as time-series data, by maintaining a hidden 
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state that summarizes the information seen so far. LSTM networks is a variant of RNNs that are specifically 

designed to address the problem of vanishing gradients, which can occur when training deep networks on 

sequential data [8], [9]. In addition to RNNs, other deep learning models have also been used for time-series 

prediction, including convolutional neural networks (CNN) and transformer networks [10]. CNN can be used 

to extract temporal features from time-series data, while transformer networks can learn to model long-range 

dependencies between time steps. Despite the fact that it is well-known that the selection of a deep learning 

model for time-series prediction should be based on the characteristics of the investigated data, the large 

number of proposed deep learning models that have been evaluated has sparked debates about the best deep 

learning architecture or model for time-series data prediction. It has been found that time-series periodicity 

matters. If the time-series has a clear and continuous periodicity, seasonal autoregressive integrated moving 

average (ARIMA) and seasonal decomposition may work. If the time-series has cycles or irregular patterns, 

more complex model such as different deep networks may work better. Data availability, complexity, and 

necessary interpretability may also affect the choice. So, the model must match the facts and research goals. 

This study compares deep learning models for financial time-series data prediction. This research 

seeks to identify the best deep learning model for financial time-series data prediction. This study will use a 

multivariate deep learning model that can process multivariable input and output. Findings from previous 

studies by [9] and [10] indicating prediction accuracy in a dynamic system with many interralted variables i.e., 

a financial system, are better when multivariate rather than univariate model is applied are the main reason 

why this approach was chosen in this research. In addition, the deep learning models being assessed will 

undergo simultaneous learning and prediction processes, with all variables being predicted together at once. A 

trained deep learning network will record the association between variables and use it to make predictions in 

parallel, which may improve accuracy [9], [10]. The deep learning model's "parallel multivariate" technique 

combines these two approaches. Moreover, this research also seeks to determine if the architecture of a deep 

learning model and time-series data properties affect prediction accuracy. 

The next section of the paper provides review of literatures followed by description of research stages 

that were carried out to conduct a comparative analysis of the observed deep learning models' performance. In 

section 4, findings from the experiments that were carried out are presented, along with an analysis and 

exploration of the assessment results to determine the deep learning model that is most effective for predicting 

multivariate financial data in parallel. Finally, in section 5 we will summarize our findings and draw some 

conclusions, as well as provide a general overview of how we plan to continue our research in the future. 

 

 

2. DEEP LEARNING FOR FINANCIAL TIME-SERIES PREDICTION 

Over the course of the past ten years, many architectures or models that belong to the family of deep 

learning have emerged as one of the approaches that has been demonstrated to have good performance in 

predicting time-series data [7]–[9]. For instance, the long short-term memory (LSTM) architecture is a popular 

choice for use in deep learning applications that involve the prediction of time-series data. The results of 

research carried out by [10] and [11] indicate that LSTM achieves a high level of accuracy when it is applied 

to the task of predicting the movement of financial data. In addition to the LSTM, the convolutional neural 

network (CNN) is another fundamental architecture of deep learning that has the capacity to forecast the 

development of time-series data [12]. CNN was developed primarily for the purpose of extracting features 

from data, so that they can then be used in the process of classification [13]. However, a number of studies, 

including those that were carried out by [14] and [15], confirm that CNN is capable of being used as a method 

for the prediction of time-series data with satisfactory results as well. 

Additionally, other deep learning models that are a combination of the LSTM and CNN models have 

also been widely developed e.g., Stacked-LSTM [16], CNN-LSTM [17], and convolutional LSTM 

(ConvLSTM) by [18]. The integration of advantages offered by CNN in terms of feature extraction, and the 

capabilities offered by LSTM regarding the storage of data motion patterns is the goal of combining the two 

models; as a result, it is expected that the integration of these two models will be of help to improve time-series 

prediction accuracy. Another study in the area of time-series prediction with the combined deep learning 

approach was conducted by [19] who has also found that the approach is effective for predicting the air quality 

as well. In addition, [20] and [21] suggested in their work that the usage of CNN and LSTM is also successful 

when it comes to making predictions about Covid-19 cases. In their work with wind speed data, [22] was 

investigating the use of mixed deep learning models and confirmed that the integration of different models is 

a promising solution for complex wind speed forecasting. Another study on forecasting of electricity load data 

conducted by [23] also suggests similar results as they have surveyed and experimentally tested the most 

applicable deep learning models when being applied on the short-term load forecasting problem. 

Five deep learning models i.e., CNN, LSTM, Stacked-LSTM, CNN-LSTM, and ConvLSTM, that are 

commonly used as time-series data prediction techniques and can be employed on multivariate data sets are 
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analyzed in this study. This selection is based on the characteristics of the models and by referring to some 

previous studies as well. Figure 1 shows a comparison of the structures in terms of input and output flows in 

the five deep learning models studied in this study. As can be seen in Figure 1, there are 2 (two) groups of deep 

learning models, namely single (CNN, LSTM and Stacked LSTM) and hybrid (CNN-LSTM and ConvLSTM). 

 

 

 
 

Figure 1. Architecture of CNN, LSTM, stacked-LSTM, CNN-LSTM and ConvLSTM 

 

 

2.1.  Convolutional neural network (CNN) model 

CNN are a type of artificial neural network that have quickly become the go-to solution for a wide 

range of computer vision problems, as well as for time-series pre-diction. CNN is designed to learn spatial 

hierarchies of information automatically and adaptively through the process of backpropagation [12], [14]. 

This is accomplished through the utilization of several building pieces, including convolution layers, pooling 

layers, and fully connected layers. Nevertheless, using CNN to time-series prediction problems presents several 

challenges, particularly when we are working with a small datasets and over fitting the model [13]. Several 

studies have proved the usefulness of CNN for predicting financial time-series. In a 2018 study, for instance, 

CNN was used to forecast the direction of the S&P 500 index where the model outperformed other methods 

such as logistic regression and random forests [9]. Additionally, a 2020 study utilized a 1D CNN to predict the 

closing prices of many equities. They discovered that CNN could recognize complex data patterns and make 

accurate predictions [7]. 

 

2.2.  Long short-term memory (LSTM) model 

LSTM is developed by Hochreiter and Schmidhuber based on a Recurrent Neural Network (RNN) 

architecture [24]. LSTM addresses the issue of the RNN’s long-term dependencies, in which the RNN is unable 

to forecast the upcoming condition that is kept in the long-term memory but is abl e to make more accurate 

predictions based on more recent information. In this case, by nature RNN does not deliver an efficient 

performance when the gap length between data is increased. By design LSTM has the capability to remember 

the information for a significant amount of time as an improvement to RNN. On the basis of time-series data, 

it is then can be employed for the purposes of processing, making predictions, and classifying [25]. Several 

studies have demonstrated that LSTM outperforms standard time-series forecasting models, such as ARIMA 

and GARCH, in terms of accuracy of prediction. In a 2019 study, for instance, LSTM was used to predict the 

stock values of 5 (five) technological businesses. They discovered that the LSTM model outperformed a 

number of other models, such as random forests and conventional time-series models [4]. In another 2019 

study, researchers predicted the Bitcoin exchange rate using LSTM. They discovered that the LSTM model 

could capture nonlinear relationships between various input characteristics and generate good predictions [3]. 

 

2.3. Stacked-LSTM model 

Stacked-LSTM is an evolution of LSTM architecture that is consist of multiple hidden LSTM layers 

with numerous memory cells per layer and therefore widely known as the extension of the initial LSTM model 

[26]. The stacked LSTM hidden layers increase the model’s depth, more properly qualifying it as a deep 

learning method. It is the depth of neural networks that is credited with the method’s performance on a variety 

of difficult prediction challenges and why it is expected to perform better that the basic LSTM [27]. Many 

studies have demonstrated that Stacked-LSTM could outperform single-layer LSTM in terms of prediction 

accuracy for tasks involving financial time-series data. For instance, researchers employed Stacked-LSTM to 
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forecast the values of four distinct equities in a 2019 study and found that the model outperformed conventional 

machine learning models, such as single-layer LSTM and random forests [27]. In another study, researchers 

predicted human-activities using Stacked-LSTM [16]. They discovered that the Stacked-LSTM model could 

capture the intricate correlations between various input characteristics and generate reliable predictions. 

 

2.4.  CNN-LSTM model 

CNN-LSTM is a hybrid model, which is the combination of a CNN and LSTM models. Within the 

context of this concept, CNN is a viable candidate for the encoding step of an encoder-decoder architecture 

[14]. In this scenario, the CNN does not provide direct support for sequence input; rather, a one-dimensional 

CNN is able to read through sequence input and automatically learn the important characteristics of the data. 

After that, an LSTM decoder will be able to understand these as it would normally. As a consequence, the 

CNN layer anticipates that the input data will have the same structure as the LSTM model, despite of the fact 

that numerous features are read as distinct channels that eventually provide the same result. Thereafter, these 

combined layers of CNN and LSTM can then be applied to forecast the movement of multivariate time-series 

data [28], [29]. Additionally, [17] did a study using CNN-LSTM for financial time-series prediction. The 

authors trained a CNN-LSTM model using a datasets of daily stock prices for publicly traded businesses to 

forecast the closing prices for the following day. According to the findings of the study, the CNN-LSTM model 

beat a number of other models, including standard time series models and other deep learning models such as 

feed-forward neural networks and LSTM networks. Another study using CNN-LSTM was carried out by [29] 

using individual household load data and find similar facts. The researchers then came to the conclusion that 

CNN-LSTM architecture is a good strategy for predicting financial time series. 

 

2.5.  Convolutional LSTM (ConvLSTM) model 

ConvLSTM is an extension of the CNN-LSTM method that conducts the convolutions of the CNN 

i.e., how the CNN reads the input sequence data as a component of the LSTM for each time step [30]. 

Convolutions are a way that the CNN interprets the data that is input to it. A Convolutional LSTM, or 

ConvLSTM for short, is a combination of CNN and LSTM model originally designed for processing spatio 

temporal data where in this architecture, convolutions are read directly into the LSTM units them-selves and 

used as a component of the reading input [31]. Consequently, ConvLSTM is different to LSTM, which reads 

the data in directly in order to calculate its internal state and state transitions, as well as to CNN-LSTM, which 

LSTM layer interprets the output from CNN models as input. A study using the ConvLSTM model for 

sentiment analysis in social media demonstrated the model's superiority in forecasting the sentiment trend of 

social media users [30]. The researchers also discovered that ConvLSTM performed better than the CNN or 

LSTM model on its own. In addition, a study by [18], in which ConvLSTM was used to forecast the movement 

of a stock market index, demonstrated that the model can be effectively applied to super-high dimensional 

time-series data. Hence, it can be stated that ConvLSTM is a trustworthy deep learning model to consider when 

working with financial time-series data prediction. 

 

 

3. METHODOLOGY AND DATA SET 

As shown in Figure 2, the research began with a literature review to find a number of well-performing 

deep learning architectures that are often used for modelling and predicting time-series data. After getting a 

variety of deep learning architectures whose performance will be evaluated, the following step is to collect 

time-series data that is originating from a real-world setting. The third stage of this research is the pre-

processing of the collected data set, which is the process of normalizing their values according to the various 

ranges of existing stock market index values. The data is then separated into two groups i.e., training data and 

test data. Next is the development and tuning of the identified deep learning architectures so that these models 

can be applied to multivariate time-series data. Adjustments were made to the structure and configuration of 

the 5 (five) models in exploration i.e., convolutional neural network (CNN), long short-term memory (LSTM), 

stacked-LSTM, CNN-LSTM, and convolutional LSTM (ConvLSTM). Afterwards, the 5 (five) models undergo 

the training procedure, followed by a performance evaluation. Based on the results of the performance test, 

analysis to recognize the existence of relationship between the properties of the processed data and the tested 

models was conducted. The final phase of this methodology is the identification of deep learning models and 

their structure with the highest prediction accuracy. 

As previously stated, the learning process in the five deep learning models will use a parallel-

multivariate approach, which means that the entire models will receive multi-variable inputs and produce multi-

variable outputs as well and the prediction process is carried out simultaneously (parallel) for all variables. 

This is different from the non-parallel prediction approach where predictions for each variable of interest will 

be made individually. The main difference between making predictions on multivariate data in parallel and 
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non-parallel is the process that occurs. In parallel prediction, the prediction process is conducted once for all 

variables, whereas in non-parallel prediction, the prediction process is conducted individually for each variable 

of concern. Making predictions in parallel has an advantage because a trained model will record the relationship 

between variables and utilize it in the prediction process so that it has the potential to provide better accuracy.  

 

 

 
 

Figure 2. Research methodology applied in the study for comparative analysis of deep learning models 

 

 

3.1.  Data Set 

The time-series data set used in this study is data from the financial field as previously described. In 

this study, data from the 4 (four) stock markets is combined into one multivariate data set on the basis of 

findings from several previous studies which confirmed that the movement of stock market indexes influences 

one another [10], [14]. Therefore, using a multivariate modeling approach gives better results as it takes into 

account the correlation and influence between one stock market and another. In detail, the data used in this 

study is the daily stock market indexes movement from Indonesia as shown in Figure 3(a), Hong Kong as 

shown in Figure 3(b), Japan as shown in Figure 3(c), and Singapore as shown in Figure 3(d) for the period of 

1 January 2020 until 31 December 2020. This selection of period is based on fact that throughout the year 2020 

there were turbulences in the movement of stock market indices due to the spread of Covid-19 pandemic. Using 

data from the early period of the spread of Covid-19 pandemic that has caused global economic instability can 
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confirm the performance of the deep learning model being analysed. The financial data used in this 

experimentation consists of 242 data points that represent the total number of trading day for the year 2020 and 

is plotted in Figures 3(a)-3(d).  

 

 

 
 

Figure 3. Normalized stock market indexes in the period of 1 January 2020 to 31 December 2020: (a) 

Indonesia (JSX), (b) Hong Kong (HSX), (c) Japan (N225), and (d) Singapore (STI) 

 

 

3.2.  Training and Testing 

Out of 242 data points that represent daily stock market index values movement from 1 January 2020 

to 31 December 2020, 223 data points that are corresponding to stock market index values from 1 January 2020 

to 30 November 2020 are used as input for training. Predictions are then made for the movement of the stock 

market index values during the month of December 2020 or as many as 19 daily data points. All 5 (five) deep 

learning models that are considered in this work i.e., CNN, LSTM, Stacked-LSTM, CNN-LSTM, and 

ConvLSTM are implemented using the Python artificial intelligence framework. Additionally, the trials in this 

study were conducted using a computer with a Windows 10 platform, Intel Core i7 processor, 8 GB RAM. In 

addition, complete setting of parameters for all deep learning models analyzed in this research is given in  

Table 1. Selection of paremeter values refer to the structure and configuration of parameter values used by [17] 

in their CNN-LSTM ensemble model for stock prices prediction in the Shanghai Composite Index, as well as 

the work of [14] and [28] when using CNN, LSTM, and CNN-LSTM model for prediction of stock market 

indexes in Asia and human mobility during the spread of COVID-19. Additionally, for every model, single 

layer of CNN and LSTM is used except for the Stacked-LSTM, where 2 (two) LSTM layers with the same 

number of hidden units are applied. 

All 5 (five) models are also trained on a subset of the collected financial time-series data set. After 

that, predictions for each stock market index are generated and compared to their actual values. In this study, 

the root mean squared error (RMSE) and mean absolute percentage error (MAPE) is used to measure the 

performance of each model’s prediction error [32], [33]. In this study, the performance of all observed deep 

learning models is evaluated on the basis of accuracy for one-step prediction and not multi-steps prediction. 

This selection of one-step prediction is based on practical considerations that investment on stock markets is 

more inclined towards short-term investments, thus requiring more accurate short-term predictions. 
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Table 1. Parameter configuration for the 5 (five) deep learning model under investigation 

No. Parameter 
Values 

CNN LSTM Stacked-LSTM CNN-LSTM ConvLSTM 

1 Convolutional layer filters 64 n/a n/a 64 64 

2 Convolutional layer kernel size 2 n/a n/a 2 2 

3 Convolutional layer activation function Relu n/a n/a Relu n/a 

4 LSTM layer hidden unit n/a 100 100 100 100 

5 LSTM Activation Function n/a Relu Relu Relu Relu 

6 Optimizer Adam Adam Adam Adam Adam 

7 Loss function MAE MAE MAE MAE MAE 

8 Epochs 1,000 1,000 1,000 1,000 1,000 

 

 

4. RESULTS AND DISCUSSION 

Figure 4 shows a comparison of the prediction results provided by CNN, LSTM, Stacked-LSTM, 

CNN-LSTM, and ConvLSTM for each stock market throughout December 2020. Generally, we can see that 

the 5 (five) deep learning models analysed were able to reconstruct the movement patterns of the index values 

in the 4 (four) observed stock markets. However, we can also see that there is quite a variable distance between 

the predicted yield curve and the original value curve. In particular, Figure 4(a) shows that the LSTM model 

generates the closest prediction curve for the JSX and Figure 4(b) shows that for the HSX index, the curve 

produced by the Stacked-LSTM model has the farthest distance from the original value curve compared to the 

other models We can also see different conditions on the N225 (Japan) stock market chart in Figure 4(c) 

whereas on the N225 graph, the prediction curve generated by CNN has the farthest distance from the original 

value compared to other models. Another fact is that for the HSX the closest prediction curve is generated by 

the CNN model as shown in Figure 4(d). In addition, for N225, the best prediction curve was produced by the 

ConvLSTM model whilst for STI the CNN model again showed the best performance. These findings indicate 

that among the 5 (five) deep learning models compared, there is no such single model that consistently provides 

the best predictive results.  

 

 

 
 

Figure 4. Comparison between actual (solid line) and predicted (dashed lines) stock indexes for the last 

month of 2020: (a) Indonesia (JSX), (b) Hong Kong (HSX), (c) Japan (N225), and (d) Singapore (STI) 
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Prediction errors in RMSE and MAPE are outlined in Table 2. In general, Table 2 indicates that the 

error rates are consistent between RMSE and MAPE and it can be observed that the single models could 

outperform combined models. Table 2 also shows comparison of error between training and testing phase. 

Here, we can also see that error rates are increasing in training phase which is a normal condition in time-series 

prediction setting. As we sum up RMSE values of the 5 (five) deep learning models in testing phase, total error 

for CNN is 0.0782, LSTM is 0.0686, Stacked-LSTM is 0.1009, CNN-LSTM is 0.0679, and ConvLSTM is 

0.0752. Therefore, the two models with the lowest total RMSE values are LSTM and CNN-LSTM. Thus, we 

can draw an initial conclusion that these two models are deep learning models that have the best general 

performance when used to predict multivariate financial time-series data in parallel. 

 

 

Table 2. Comparison of error for prediction of JSX, HSX, N225 and STI indexes 

Stock 

Market 

Root mean squared error (RMSE) 

CNN LSTM Stacked-LSTM CNN-LSTM ConvLSTM 

Training Testing Training Testing Training Testing Training Testing Training Training 

JSX 0.0146 0.0160 0.0138 0.0157 0.0182 0.0205 0.0177 0.0197 0.0190 0.0213 

HSX 0.0100 0.0107 0.0132 0.0147 0.0340 0.0366 0.0158 0.0179 0.0126 0.0143 

N225 0.0335 0.0372 0.0188 0.0204 0.0162 0.0180 0.0126 0.0146 0.0115 0.0128 

STI 0.0127 0.0143 0.0157 0.0178 0.0224 0.0258 0.0143 0.0157 0.0233 0.0268 

Mean absolute percentage error (MAPE) 

JSX 2.24% 2.46% 2.12% 2.41% 2.79% 3.15% 2.72% 3.02% 2.92% 3.27% 

HSX 1.53% 1.64% 2.03% 2.26% 5.22% 5.62% 2.43% 2.75% 1.93% 2.19% 

N225 5.14% 5.71% 2.89% 3.13% 2.49% 2.76% 1.93% 2.24% 1.77% 1.96% 

STI 1.95% 2.19% 2.41% 2.73% 3.44% 3.96% 2.19% 2.41% 3.58% 4.11% 

 

 

Figure 5 shows the comparison of the reduction in loss among the 5 (five) deep learning models 

assessed during training. The loss reduction during the training process for CNN, LSTM, Stacked-LSTM, 

CNN-LSTM and ConvLSTM is shown in Figures 5(a)-5(e) respectively. In this instance, the 5 (five) deep 

learning models were trained using data collected between 1 January 2020 to 30 November 2020. From closer 

inspection on Figure 5, it can be seen that the loss value stabilizes around the 800th iteration (epoch) on average 

(epoch is set to 1,000 for all models as given in Table 1). In addition, the CNN model achieves the fastest loss 

reduction stability as shown in Figure 5(a), whereas the ConvLSTM model achieves the slowest as shown in 

Figure 5(e). This is consistent with the structure of the two models, with CNN's structure being the simplest 

and ConvLSTM's structure being the most complex. Whereas for the other three models, the stability of the 

loss values tends to be reached at the same time as they can be seen in Figures 5(b)-5(d). Figure 5(e) also 

demonstrates that the ConvLSTM model, which is the most complex deep learning model with the longest 

learning time to achieve loss stability (relative to the other four), does not necessarily provide the best accurate 

prediction, as discussed before based on Figure 4's results.  

 

 

 
 

Figure 5. Comparison of loss reduction during training for each deep learning model: (a) CNN, (b) LSTM, 

(c) Stacked-LSTM, (d) CNN-LSTM, and (e) ConvLSTM 

 

 

Accordingly, Figure 6 shows a comparison of the prediction results of the two models (LSTM and 

CNN-LSTM) which are also accompanied by a plot of the prediction error area. Here, Figures 6(a)-6(d) shows 

the plot of prediction and its error for JSX, HSX, N225, and STI correspondingly. In general, we can see that 
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the error area of CNN-LSTM (yellow color) dominates for JSX and HSX predictions as shown in Figures 6(a) 

and 6(b). Whereas for N225 and STI, the error area of the LSTM (red color) is wider as it can be observed in 

Figures 6(c) and 6(d). In this regards, another understanding that we can get is that apart from LSTM and CNN-

LSTM being the two deep learning models with the best performance, it turns out that LSTM has better 

performance for predicting JSX and HSX data while CNN-LSTM is more accurate for N225 and STI. 

Consequently, further analysis to answer the question of the relationship between LSTM and the predicted 

results of JSX and HSX, as well as between CNN-LSTM and the predicted results of N225 and STI needs to 

be carried out. However, an initial conclusion can be drawn which indicates that there is a certain performance 

pattern in the deep learning model tested against the characteristics of the processed time-series data as shown 

in Figure 6. Additionally, from Figure 3 we can observe that JSX and HSX share different patterns with N225 

and STI where movement of the JSX and HSX indexes seem more stable when compared to that of the N225 

and STI indexes.  

 

 

 
 

Figure 6. Plots of actual (solid line) against prediction (dashed lines) produced by LSTM dan CNN-LSTM 

with error: (a) Indonesia (JSX), (b) Hong Kong (HSX), (c) Japan (N225), and (d) Singapore (STI) 

 

 

To confirm chaoticity level variation between the 4 (four) stock markets, difference in daily movement 

of the stock market indices is calculated and showed in Figure 7. Here, Figure 7 shows a comparison of the 

level of volatility between the four stock market index values analyzed. The level of volatility is measured by 

the difference in the daily movements of the index values. Figure 7(a) describes the volatility states of the JSX 

during the year 2020, while Figure 7(b). shows the volatility of the HSX, Figure 7(c) for the N225, and  

Figure 7(d) for the STI. As can be observed, the graphics in Figures 7(a) and 7(b) show that the JSX and HSX 

have daily index movement volatility with a smaller magnitude in comparison to N225 and STI as depicted in 

Figures 7(c) and 7(d). This indicates that the movement of the N225 and STI stock market indices is more 

chaotic compared to that of JSX and HSX. Table 3 outlines the descriptive statistics of the data set also exhibit 

consistent conditions. Here we can see that in general standard deviations and variances of JSX and HSX is 

smaller than the ones belong to N225 and STI. Hence, based on the standard deviation and variance values, it 

can be learned that indexes of JSX and HSX are more stable compared to those of N225 and STI. This descriptive 

statistic confirms the characteristics of data set as discussed based on the graphics in Figure 7 previously. 

Referring to the facts found from the experimental results that have been carried out, there is a fairly 

strong initial indication that LSTM provides the best predictive results for financial time-series data that has 
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more stable volatility. Meanwhile, for the prediction of stock market indices with a higher level of volatility or 

more chaotic, CNN-LSTM provides better accuracy. Furthermore, in general it can be said that single deep 

learning models are more effective for predicting less-chaotic financial time-series data. Nevertheless, for 

chaotic time-series, combined deep learning models perform better. 

 

 

 
 

Figure 7. Comparison of the chaotic characteristics between (a) JSX, (b) HSX, (c) N225, and (d) STI based 

on the movement of the daily index value differential 

 

 

Table 3. Descriptive statistics of the data set in the period of 1 January 2020 to 31 December 2020 
Stock Market Median Standard Deviation Variance Kurtosis Skewness 

JSX 1.0213 0.0188 0.0035 -1.7015 -0.1193 

HSX 1.0161 0.0102 0.0020 0.1085 -0.2911 

N225 0.9901 0.1571 0.0113 -0.5949 0.3756 

STI 0.9746 0.1490 0.0130 -0.7253 0.3094 

 

 

The findings of conducted experiments also reveal that more complicated deep learning architectures, 

such as ConvLSTM, may not always produce the greatest results, particularly in terms of financial time-series 

data forecasting. Therefore, it is not totally accurate to assert that combining multiple models is the greatest 

strategy to increase the forecasting accuracy of time-series data. In certain circumstances, a more simple and 

single structure can produce better results; in this example, LSTM has a lower RMSE value than Stacked-

LSTM and ConvLSTM. This newly extracted knowledge is crucial, particularly in the application of data 

analysis methodologies for decision making, where it is common to believe that a more complex approach is 

the best model for answering all. This study indicates that for financial time-series data, a simpler model is 

more effective when applied to data with a low level of chaoticity. This new knowledge is the main contribution 

of the research being conducted, where this understanding can provide benefits to the world of investment, 

especially when choosing a predictive model to be used in building an investment decision support system. 

However, one important limitation of this research is the scope of the financial data used. In this case, 

the data tested is limited to stock market index data in 4 (four) Asian countries, while the types of financial 
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data are very diverse. Therefore, further exploration using more complete and cross-sectoral financial data is 

necessary to confirm the results obtained from this study. In addition, another limitation is that in this study the 

results obtained have not been compared with conventional machine learning techniques that are commonly 

used for time-series predictions such as KNN and SVM. This is because the focus of this research is indeed to 

identify the best deep learning models for predicting multivariate time-series in parallel. Nevertheless, in the 

future it is planned to carry out performance test comparisons between the deep learning models that have been 

discussed with other conventional techniques as well as with other deep learning models that are commonly 

used for predicting cuber attacks and short-term traffic loads such as the GRU network [34].  

 

 

5. CONCLUSION 

According to testing and research, no deep learning model consistently makes the best accurate 

predictions for all states of multivariate time-series data. CNN, LSTM, Stacked-LSTM, CNN-LSTM, and 

ConvLSTM can be used to predict time-series data movement in general, but the prediction results show that 

each data set performs differently. The study also found a substantial association between time-series data 

chaoticity and the structure of the best deep learning model for prediction. With stable time-series data, a single 

deep learning model makes more accurate predictions, whereas for chaotic data, a collection of models is better. 

For future research, it is planned to develop an intelligent deep learning system that has the ability to recognize 

the chaoticity characteristics of input data and then can autonomously determine a suitable deep learning model 

to use. The use of financial data that is more complete and cross-sectoral also needs to be carried out so that it 

can confirm the findings of this study and in order to produce a generic parallel multivariate deep learning 

model for financial time-series prediction. 
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