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 Information related to student services in higher education must be produced 

and disseminated in various forms. Covid-19 pandemic, student services 

with a remote model related to this question and answer become very 

important. To carry out this automation process, the advanced cosine 

similarity method is used to check the similarity of the questions to the 

database and statistics to calculate the similarity value of each word. The 

proposed paper proceeds with three phases. The first stage to solve this 

problem is the data processed in question; the professional next step is word 

insertion. It converts alphanumeric words to vector format. Each word is a 

vector that represents a point in space with a certain dimension. The 

recommended advanced cosine similarity data still must be analyzed into a 

statistical approach. We will measure accuracy to get results so that optimal 

results and answers are obtained, research procedures are carried out based 

on literature study, initial data collection and observation, system 

development, system testing, system analysis, and system evaluation. This 

research implemented in universities with student chat automation 

applications providing an accuracy 83.90% given by natural language 

question answering system (NLQAS) so that it can improve excellent service 

in universities. 

Keywords: 

Cosine similarity 

Natural language question 

answering system 

Performance 

Statistical scoring 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Riza Arifudin 

Department of Computer Science, Universitas Negeri Semarang 

Sekaran, Gunungpati, Semarang, Indonesia 

Email: rizaarifudin@mail.unnes.ac.id 

 

 

1. INTRODUCTION 

Education is critical to the development and improvement of human resources. The quality of 

services provided to users (students and the community) is one of the success determinants of educational 

institutions [1]. Improving the quality of higher education is a universal obligation that must be carried out by 

all higher education providers, including government and community-based higher education. As the primary 

stakeholders in higher education, students should be allowed to acquire what they desire [2], [3]. To ensure 

that students receive what they anticipate, the institution must be able to align student expectations with the 

organization's vision, purpose, and goals. Academic services will be carried out to prioritize quality factors, 

suitable facilities, and competent administration, resulting in a synergy of student expectations and campus 

interests [3]. Higher education institutions are service-oriented organizations. The quality of higher education 

institutions is gradually becoming a stakeholder demand in the higher education service industry [4], [5]. The 

quality that higher education institutions must give is the provision of services that can bring satisfaction, 

particularly to students [6], [7]. Student services are facing unique problems because of the Covid-19 

epidemic. Students must be able to converse effectively online [8], [9]. The significance of service quality in 

higher education has steadily been recognized, and the function of service quality in higher education has 

https://creativecommons.org/licenses/by-sa/4.0/
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gained growing emphasis during the previous two decades [9]. This university is involved with a variety of 

stakeholders. A university is a type of higher education institution that provides academic education in 

various fields of science and technology [10]. The university is a higher education institution with the 

broadest field of knowledge. In other words, almost all kinds of knowledge exist in universities. Student 

status is status at a high intellectual level, young age with strong ideals [11]. In this case, the role and 

function of students is very much needed for the progress of a nation and state [12]–[14]. 

In the current era of the digital revolution, information on student services must be developed and 

delivered in various methods. Remote services are likely during this Covid-19 epidemic [15]–[17]. One of 

these long-distance services is handling queries and replies for university services [17]. In our digital age, 

students may ask and answer questions. This necessitates the automation of student service-related queries 

and responses. This study's questions and responses were delivered via email and others via email [18]. The 

query-and-solution technique is the transport of instructions using the trainer to ask questions and college 

students answering [19], [20]. There are weaknesses and strengths in the query-and-solution technique, so a 

trainer has to be aware of the suitability of the problem depending on the technique to be used. Numerous 

matters should be considered in using the query-and-solution technique [21]. First, the form of the query; 

second, the approach of asking questions; third, taking note of the situations for the usage of the  

query-and-solution technique so that the proper steps may be formulated; fourth, taking note of the standards 

of the usage of the query and solution technique, such as the standards of harmony, integration, freedom, and 

individuality [22]. In addition, the query-and-solution technique also can be blended with different methods, 

consisting of the lecture technique, assignment, and discussion [23]. 

Natural language question answering system (NLQAS) is a computer system that can automatically 

answer questions using the natural language that people usually use. The system's responses include data 

from a database source. This question and response system is a subset of information seeking. A  

question-and-answer system is a system that tries to locate the pertinent information for a query posed in 

natural language given a collection of documents. The availability of this automated question and answer 

system can improve the quality of student services in the form of automatic live chat. Students are often 

confused about existing policies and provisions, academic, student affairs, and cooperation. It is necessary to 

have a system that automatically answers quickly and accurately to provide the service process excellently 

[24]. A way is required to carry out this automation to work smoothly. The advanced cosine similarity 

approach is reasonably practical for determining the similarity with statistical approach. It is predicted that 

this technology would recognize the answers that pupils seek when they ask queries. 

 

 

2. METHOD 

Since 2021, we have been analyzing the implementation of NLQAS and prototyping in the 

computer science major. The method used in implementing NLQAS is the cosine similarity technique and the 

statistical assessment method. Most of the students will ask their friends if they have difficulties providing 

services at the university, even though the friends who are asked also to do not know the answers to what is 

being asked. So, we need a system that connects students with academic officers on campus so that answers 

to problems encountered by students get the right solution through NLQAS [25], [26]. The automatic 

question answering system framework uses cosine similarity and a statistical approach. Figure 1 shows the 

automatic question answering system architecture, including the question processing module strategies. 

Student questions, document processing, message-to-response extraction. The first step in NLQAS 

architecture is to understand the student's question asked by the user rather than being given the chance to 

enter the system to find the answer. It can be done using cosine similarity techniques, such as the similarity 

between two documents [27]. The three most relevant documents using cosine similarity were obtained based 

on the evaluation value. After ingesting the top 3 documents, the next level is the answer part search module. 

Each high-level document is divided into different sections, and each section is considered a document. Or 

the advanced evaluation approach is applied again to some sections of the user's question to extract the exact 

answer [28]. 

Data preprocessing is a sequence of parts of the process practiced preparing a data set for analysis 

and modeling. So, this stage is considered as an important step in the data mining process. In this study, data 

preprocessing included data cleaning, data normalization, and data recovery, during data cleaning, missing 

values, inconsistencies, and noise (e.g. incorrect data entry) is removed. We used a student and learning 

document dataset for documents obtained from universities, containing 2,875 response data from service 

operations in integrated service units with 21 attributes count. Then, after preprocessing the data, the missing 

values are filled in through interpolation mode and some effect or no effect properties are removed so we get 

three attributes question_body, professionals_stakeholders and answers_body displaying the attributes used 

in the test. 
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Figure 1. NLQAS architecture 

 

 

2.1.  Cosine similarity 

Cosine similarity is measured using cosine similarity, regardless of size. It computes the sine and 

cosine angles between two vectors projected into three dimensions. Even if two comparable papers are 

separated by the Euclidean distance (due to document size), cosine similarity is functional. The greater the 

cosine similarity, the smaller the angle. When applied to multidimensional space, if each dimension 

corresponds to a word in the document, cosine similarity identifies the document's orientation (angle) rather 

than its size. If you want to make an order of magnitude, calculate Euclidean distance instead. Even if two 

similar documents occur for size, even if two similar documents occur due to the size of the size (like the 

word "cricket," and ten times in other things, they may still have. There is one slight angle between them. 

The angle decreases and the similarity is high. 

To calculate cosine similarity, we need to count the words in each document. We can use the count 

vector or scikit learn Tfidf vectorizer to calculate this. The problem is as sparse_matrix. We can then convert 

to Pandas DataFrame and display mono text frequencies in tabular format. We can even use TfidfVectorizer 

() instead of CountVectorizer (). This is because it contains down score words that frequently appear in the 

document. Then use cosine_similarity () to get the final output. You can use the document term matrix as a 

Panda DataFrame and the sparse matrix as input [29]. The similarity of two vectors in the inner product space 

is measured by cosine similarity. It is calculated by taking the sine and cosine of the angle between the two 

vectors and determining if they point in the same direction. It is commonly used in text analysis to determine 

the similarity of documents. A document can be represented by millions of characteristics, each of which 

records the frequency of a certain word (or phrase) or phrase in the text. As a result, each document is 

represented by a term frequency vector [30]. For example, in Table 1, document 1 contains the word team 

five times, while education appears three times. The word ult does not exist throughout the document, as 

indicated by the count 0. Such data can be very asymmetric. 

 

 

Table 1. Document vector or term-frequency vector 
Document Education ult UKT Academic Student 

Document1 520 211 310 236 267 
Document2 310 534 220 179 563 

Document3 225 710 132 245 328 

Document4 612 130 341 329 621 

 

 

Typically, the word frequency vector is rather lengthy (i.e., you have many 0 values). Information 

calls, text document grouping, biological taxim, and functional genetic assignment are examples of 

applications that employ such structures. Traditional removal methods discussed in this chapter are 

ineffective for such economic numeric data. Two-terminal frequency vectors, for example, can be 

concatenated, implying that the matching document does not share many words, but this is not similar. It is 

vital to concentrate on words with two documents and the events associated with such terms. In other words, 

you need a numeric data measure that ignores the zero match. Cosine similarity is a measure of similarity that 

can be used to compare documents or, for example, rank documents against a particular vector of search 

terms [31]. For comparison, let x and y be two vectors. Using the cosine measure as a similarity function in (1): 

 

𝑠𝑖𝑛⁡(𝑥, 𝑦) =
𝑥.𝑦

||𝑥||||𝑦||
 (1) 
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where ||x|| is the Euclidean norm of the vector 𝑥 = (𝑥1, 𝑥2, … . 𝑥𝑛) defined as √𝑥
2

1
+ 𝑥

2

2
+⋯+ 𝑥

2

𝑝
. It is the 

vector's length in concept. Likewise, ||y|| represents the Euclidean vector y. The cosine of the angle between 

vectors x and y is computed using the measure. A cosine value of 0 indicates that the two vectors are 90 

degrees apart (orthogonal) and do not match. The lower the angle and the higher the match between vectors, 

the closer the cosine value to 1. Because the cosine similarity measure does not satisfy all of the requirements 

defined in value obtained, it is referred to as a non-metric measure [32]. In addition, this approach is also 

used in data mining to quantify cohesive forces between clusters. It can be simple, especially for sparsely 

populated vectors, as you only must consider non-zero dimensions. Cosine similarity is also known as Urchin 

similarity and Tucker match factor. Otsuka Chiai similarity on (2) is the cosine similarity applied to binary 

data, and the tucker match factor is another name for cosine similarity. Cosine similarity algorithm describes 

the semantic similarity of short texts. The cosine of two non-zero vectors may be calculated using the 

Euclidean dot product formula, the cosine similarity, cos (), between two vectors of characteristics, A and B, 

is expressed as a dot product with a magnitude as in (2): 
 

𝑐𝑜𝑠𝑖𝑛𝑒⁡𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 𝑆𝑐(𝐴, 𝐵):=𝑐𝑜𝑠 𝑐𝑜𝑠⁡𝜃⁡ =
𝐴.𝐵

||𝐴||||𝐵||
=

∑𝑛𝑖=1 𝐴𝑖 .𝐵𝑖

√∑𝑛𝑖=1 𝐴𝑖
2√∑𝑛𝑖=1 𝐵𝑖

2
 (2) 

 

where 𝐴𝑖 and 𝐵𝑖 are components of vectors A and B, respectively. 

 

2.2.  Statistical method 

Statistical methods support classification in four ways. When developing a probabilistic model of 

data and classes to identify possible classifications for a particular dataset. Development of validation tests 

for specific classes generated by the classification scheme. When evaluating the efficacy of various 

categorization schemes. Use a probabilistic search method to broaden your search for the best categorization. 

Standard hierarchy and partitioning methods have been statistically examined, and several improvements to 

these algorithms have been proposed utilizing density estimates and mixed models. It demonstrates how to 

determine the multimodality of high-dimensional data [33]. Statistics are the fields of science that handle 

collection, organization, data analysis of data analysis, and key keys from samples. This requires selecting 

the appropriate design of the study, the appropriate selection of tests, and appropriate statistical tests. 

Appropriate knowledge of statistics is required to develop epidemiological research or clinical trials properly. 

Inappropriate statistical methods may have the disadvantage of leading to unethical implementation. 

Variables are characteristics that vary from a single member of a population to another individual. Variables 

such as height and weight are measured on specific scales and convey quantitative information and are called 

quantitative variables. Gender and eye color provide qualitative information and are called qualitative 

variables [34]. The spread expresses the degree to which the observed values gather around the center 

position to the extremum due to the central tendency and spread. Central tendency measurements are mean, 

median, and mode. The average (or arithmetic mean) is the sum of all reviews divided by the number of reviews. 

The average can be strongly influenced by extreme variables [35], [36]. For example, the average length of stay 

in the intensive care unit (ICU) for organophosphate poisoning patients can be affected by one patient staying in 

the ICU for about five months due to sepsis. Extremes are called outliers. The average formula as in (3): 

 

𝑥 =
∑ 𝑥

𝑛
 (3) 

 

where x is the number of observations and n is the number of observations. In ranking data, the median is the 

center of the distribution (with half of the variables in the sample above and half below the median value), 

whereas the mode is the most often occurring variable in the distribution. The spread or variability is defined 

by the range [37], [38]. It is defined by the variables' minimum and maximum values. We can learn more 

about the pattern of dispersion of the variables if we rate the data and classify the observations into 

percentiles [38], [39]. In percentiles, we rank the observations into 100 equal parts. You can then describe the 

25%, 50%, 75%, or another percentile amount. The median is the 50th percentile [40]. The interquartile range 

corresponds to the median 50% of the observations near the median (25th to 75th percentiles) [41]. Variance is a 

measure of how wide the distribution is. This shows how close each observation group is to the average [42]. 

 

2.3.  Accuracy 

Accuracy is a metric used to evaluate a classification model. Informally, accuracy is the model's 

percentage correctly predicted [43]. Formally, accuracy has the following definition. For binary 

classification, accuracy can also be calculated in terms of positives and negatives as in (4): 

https://www.sciencedirect.com/topics/computer-science/euclidean-norm
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (4) 

 

where TP denotes true positives, TN denotes true negatives, FP denotes false positives, and FN denotes false 

negatives. TP and FN are shown in green since they were accurately anticipated observations. Reduce the 

number of FP and FP such that they are highlighted in red. These words are a little perplexing. Let's go down 

each concept and completely comprehend it. TP values are those that were accurately anticipated to be 

positive. The actual grade value is yes, as is the anticipated grade value. For example, if the actual class value 

indicates that this passenger survived, and the anticipated class value also suggests that this passenger survived. 

TN are negative numbers that were accurately anticipated. There are FN and FP. For instance, if the actual class 

value reveals that this passenger has survived, and the forecast class suggests that the passenger will die [44]. 

The simplest basic metric of performance is accuracy, which is just the ratio of properly predicted 

observations to total number of observations [45]. As a result, you must consider additional criteria while 

evaluating the performance of your model. We have 0.803 for our model. This model is around 80% accurate 

[46]. Accuracy can be determined by one measurement or experiment, but to determine accuracy requires 

measurement to assess precision [47]–[49]. Accuracy measurements can be accurate but not necessarily exact 

[50], [51]. Accurate value in accuracy is affected by the degree of conformity. Meanwhile, for precision 

measurements can be done once, but the results are not necessarily exact [52], [53]. Because it is necessary to 

determine server measurements. Precision may suffer random errors, so that exact values may or may not be 

accurate and are affected by the degree of reproducibility [54]. In making measurements, accuracy and 

precision are very important [55]. Because precision and accuracy will affect the appropriate size and 

produce the right size results [56]. In addition, a measuring instrument must have high accuracy and precision 

to reduce the occurrence of errors in measurement [57]. 

 

 

3. RESULTS AND DISCUSSION 

This study resulted in a live chat automation solution for student services using NLQAS model. The 

author creates an application using an information system framework in this application. This framework is 

also built into an application that handles student services. Researchers design an information system 

framework that will be established when developing the information system framework. Figure 1 depicts the 

framework of the system to be created. These stages will be described as follows. 

 

3.1.  Cosine similarity 

This study developed an NLQAS application utilizing the cosine similarity approach and data from 

stakeholders. The author creates an application using an information system framework. The processed data 

is in questions, professionals, and answers. Furthermore, the data is preprocessed to decide which variables 

will be utilized. The data is translated from word to vector. The data is processed using a cosine similarity 

matrix to discover which suggestions are comparable to the questions asked. Based on preprocessing, we can 

determine the variables we choose, as shown in Table 2. 

The next step is word embedding. This converts alphanumerical words to vector format. Each word 

is a vector that represents a point in space with a particular dimension. Words that share a particular 

characteristic. This process, recommended answers are obtained from a professional that students can use to 

determine what steps should be taken to resolve the problem. Problems that usually have to be resolved by 

meeting with administrative officers and can find solutions quickly. From the question how to pay for single 

tuition fee/uang kuliah tunggal (UKT) and institutional development contribution/sumbangan pengembangan 

institusi (SPI)? with cosine similarity the process gives results three answers, more details can be seen in Table 3. 
 

 

Table 2. Variables selected by preprocessing 
No Feature name Description type 

1 questions_body Expression of someone's curiosity about information that is 
contained in a question sentence. 

object 

2 professionals_stakeholders Person who offers services or services in accordance with 

protocols and regulations in the field he is in 

object 

3 answers_body Response or reply; something said or done in reaction to a 

statement or question. 

object 

 
 

Table 3. Agency of quality assurance recommendation answer 
Question Agency of quality assurance answer Cosine similarity 

How to pay for UKT 

and SPI 

Payment steps… 0.83 

Terms and Conditions… 0.76 

Steps that need to be taken… 0.75 
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When using word embedding, they are in the same context or have the same meaning, not separated 

by this space. In this scenario, add a query statement such as "how to pay for UKT and SPI?". For the 

word2vec calculation, the simulation is shown in Figure 2. 

 

 

 
 

Figure 2. word2vec simulation 

 

 

3.2.  Statistical approach 

The recommendation data on cosine similarity still has to be analyzed into a statistical approach. 

This is so that students, when given an answer from NLQAS, are no longer confused with one definite 

answer. From the testing experiments three recommendations for cosine similarity were given in the form of 

CS1, CS2, and CS3. The statistical approach process can be shown in Figure 3. 

 

 

 
 

Figure 3. The advanced cosine similarity recommendation 

 

 

3.3.  Accuracy 

Based on the trials we did on the application, it is known from the test table data that three out of 12 

cases failed, performance measures may be done using the accuracy and error rate formulation, we will 
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measure accuracy to get results that are as close as possible to the actual results so that optimal results are 

obtained. The calculation results. In the study before using the advanced cosine similarity and after 

completing computations using a dataset data, the accuracy was found 77.60% and then improved to be 

83.90%. These results, when compared with previous studies regarding the evaluation of student responses, 

were achieved using a multi-criteria decision-making approach. It uses a set of model answers drawn from 

various textbooks and subject experts to evaluate answers. Various measures were used to assess answers by 

comparing them with this model set [14]. The results of the in-depth system reveal that the automatic 

assessment process can reduce manual human effort which has not yielded measurable results, so that the 

novelty in this study by combining the two methods provides innovation in providing novelty solutions 

within the framework of natural language questions. 

 

 

4. CONCLUSION 

In research on the implementation of the cosine similarity and statistical approach method using the 

higher education dataset to predict correct answer from NLQAS, it can be concluded as follows: the cosine 

similarity and statistical approach method can be used to predict correct answer from NLQAS by considering 

the factors that affect the question. The results of the accuracy of calculations using advanced cosine 

similarity method to predict correct answers from NLQAS are 83.90%. We can easily extend this same 

technique to other text-based case studies for a variety of applications, such as recommendations for answers 

in a call center, recommendations for donors who have donated for a social cause in charitable organizations, 

and recommendations for donors who have donated for a social cause in for-profit businesses. 
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