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 Electromyography (EMG) signals are used for various applications, especially 

in smart prostheses. Recognizing various gestures (hand movements) in EMG 

systems introduces challenges. These challenges include the noise effect on 

EMG signals and the difficulty in identifying the exact movement from the 

collected EMG data amongst others. In this paper, three neural network 

models are trained using an open EMG dataset to classify and recognize seven 

different gestures based on the collected EMG data. The three implemented 

models are: a four-layer deep neural network (DNN), an eight-layer DNN, and 

a five-layer convolutional neural network (CNN). In addition, five optimizers 

are tested for each model, namely Adam, Adamax, Nadam, Adagrad, and 

AdaDelta. It has been found that four layers achieve respectable recognition 

accuracy of 95% in the proposed model.  
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1. INTRODUCTION 

Electromyography (EMG) signals can effectively characterize the properties of body neurons and 

muscles of the human body [1]. They are widely used in prosthetic applications as a method to control the 

actuators in lower or upper prostheses. Many of these applications use noninvasive surface EMG sensors to 

measure the muscle activity and control the prosthetic device based on the collected data. Some examples can 

be found in [2]–[10]. 

Developing a controller to recognize various hand gestures based on EMG signals is a difficult task. 

The accuracy of such systems is reported in previous work [11]. The EMG accuracy is affected by various 

factors such as the location of EMG electrode, the extracted features, and the recognition algorithm [12]. In 

surface EMG (sEMG) specially, the electrode location greatly affects the signal quality [13]. 

In addition to the accuracy and signal quality challenges, differentiating between individual finger 

movements presents further difficulties. The reason is that the EMG signal variances are smaller for finger 

movements compared to other muscles [14]. Additionally, muscles that control finger gestures are in deep 

layers of the forearm, making it more difficult to measure the EMG signal [15]. To overcome some of these 

challenges, an efficient EMG recognition algorithm is required. 

The amputee usually is required to undergo training sessions to learn to control the prosthetic device. 

In the training process, the system needs to collect EMG data related to the amputee and recognize the intent 

of the amputee and make decisions later to enable the patient to control the prosthetic device. In using EMG 

based devices, the problem arises that the training should be repeated for each patient. Some patients are 

reported to drop the EMG based prosthetic device as a result of difficulty in controlling the prosthesis. These 

difficulties could be originated from the limited number of training sessions and the inherent EMG signal 
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properties. For example, electrical signals from muscles can be affected by interference from power supply, 

mechanical devices, and activity of other muscles [16]. 

To overcome some of the difficulties mentioned previously in this section, it is suggested to train neural 

network models i.e deep neural network (DNN) or convolutional neural network (CNN) with different parameters 

for EMG gesture recognition. In this paper, three models are proposed and trained using an open dataset and the 

recognition accuracy is reported. The dataset was collected using seven hand gestures. The proposed system 

should be able to recognize each gesture with acceptable accuracy based on the available EMG data. 

Table 1 shows some of the previous literature’s recognition accuracies in EMG data classification [10], 

[12], [14], [17], [18], [19]–[28] using artificial neural networks (ANN) and other classifiers. The number of EMG 

channels (sensors), classifier types, number of subjects and gestures, and the length of time varies depending on 

the research. However, the table shows that the recognition accuracy can vary between 64% to 99% depending 

on the methodology. The results of this paper will be compared with the related research in this table. 

 

 

Table 1. Comparison of past literature in EMG data classification 
Reference No. of EMG 

Channels 
Classifier No. of 

Subjects 
Time Length 

(seconds) 
No. of 

Gestures 
Recognition 

Accuracy 

[10] 8 Multiple layer perceptron neural network 

(MLPNN) 

3 7 14 91-94% 

[12] 6 Principal component analysis (PCA) 

algorithm and support vector machine 

(SVM) classifier 

5 5 6 99.6% 

11 95.6% 

17 95.1% 
[14] 6 Artificial neural network (ANN) 12 5 9 72.9% 

17 63.8% 

[17] 4 Independent component analysis (ICA), 
Integral root mean square (IRMS), ANN 

4 10  90.33% 

[18] 4 K-nearest neighbor (KNN), linear 

discriminant analysis (LDA), SVM 

6 0.064 9 91% 

[19] 5 Performance measurement index (PNM) 4 1 10 80% 

[20] 8 Deep adaptation network (DAN), 

multiple kernel variant of maximum 
mean discrepancies (MK-MMD) 

23 3-10 22 84.6% 

[21] 2 Linear bayesian classifier 4 1 5 90%-93.5% 

11 83.1%-95.4% 
16 78.8%-90.3% 

[22] 4 Canonical correlation analysis (CCA), 

KNN, LDA 

8 5-10 8 82% 

[23] 64 Hyperdimensional (HD) computing 5 2 9 78.21% 

[24] 2 KNN 30 5 4 94% 

[25] 4 1-nearest neighborhood, maximum 
likelihood estimation (MLE) 

8 1-2 8 85.7% 

[26] 4 SVM, LDA, and hidden markov model 

(HMM) 

18 1 8 89.3% 

[27] 6 SVM 5 4 5 96% 

[28] 8 MLPNN 3 5 5 99% 

 

 

2. METHOD 

2.1.  The dataset 

The dataset used in this paper is generated and made available by [29]. It contains the EMG data from 

eight channels. The data were collected for seven gestures: 1- index finger only, 2- middle finger only, 3- ring 

finger only, 4- little finger only, 5- thumb only, 6- rest state, and 7- two finger victory gesture. The data were 

labeled into seven classes 0 to 6 based on the performed gesture 50 persons repeated each gesture 20 times 

The raw data was collected using 200 HZ sampling rate in the Myo armband, then it was preprocessed 

to remove the unusable data by detecting the abrupt changes, and cropping the signal. Finally, ten features were 

extracted from each electrode, namely: standard deviation, root mean square, minimum, maximum, zero 

crossings, average amplitude change, amplitude first burst, mean absolute value, waveform length, Willison 

amplitude. More than 6,800 set of features are extracted for each of the eight channels. Namely 6,800×80 

features are available for the training across the seven gestures. These data were fed to the neural network 

models as described in the next section. 

 

2.2.  Myo armband 

The data used in this paper were collected using a Myo armband. A Myo armband is a wearable band 

that uses eight EMG channels to measure the EMG signals of forearm muscles. It also includes additional 

sensors such as gyroscope, accelerometer, and magnetometer to aid gesture recognition. The device can send 
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data to various platforms via Bluetooth. Myo armband drivers can recognize five gestures internally. However, 

raw EMG data can also be read directly from the device. These raw data are used to train the neural network 

models in this paper. 

 

2.3.  Classification with deep neural networks 

Recently, neural networks have been widely used in EMG signal classification, as it has shown 

improvements in classification accuracy [30]. In this paper, two DNN architectures were used, the first one is 

DNN, which was employed in two models with different numbers of hidden layers. DNN has a simple 

architecture of fully connected layers, yet it works efficiently in complex classification problems. The second 

one is CNN, in which, one or more convolutional layer is presented. These layers whether they are fully 

connected or pooled can extract the important features of the input data. After the models' architecture was 

selected, the next step is to choose the training parameters as explained in the next section.  

 

2.4.  Optimizers 

A deep learning system attempts to perform predictions of new data based on a specific algorithm. An 

optimization algorithm decides the parameter values that in turn can minimize the classification error. These 

optimization algorithms can affect both the accuracy of the model and the training time. An optimizer modifies 

the properties of the neural network such as epoch’s weights and attempts to minimize the loss function. The 

expected function of the optimizer, therefore, is to improve the accuracy and reduce the loss [31]. Choosing a 

suitable optimization algorithm can be challenging since there are a very large number of parameters available. 

However, it is possible to detect a more favorable optimization algorithm for a specific application. The five 

optimization algorithms compared in this paper are Adam, Adamax, Nadam, Adagard, AdaDelta. These 

optimizers are briefly explained in sections 2.4.1. to 2.4.5. [31], [32]. 

 

2.4.1. Adagard 

Adagard is a gradient based optimization algorithm that adapts the learning rate to the parameters. It 

uses a different learning curve for each parameter and for every time stop. Adagard advantages are that the 

learning curve changes per training parameter and it is capable of training sparse data. While its disadvantages 

are that it can be computationally expensive and it has a decreasing learning curve. 

 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√𝐺𝑡+𝜖
. 𝑔𝑡,𝑖 (1) 

 

2.4.2. Adadelta 

Adadeleta is an update to Adagard that tries to address the decreasing learning rate. It is a powerfull 

extension of the Adadelta that prevents accumulation of the previous gradients. Adadelta continues the learning 

regardless of updates. Its advantages are that the learning curve will not decrease compared to Adagard, 

however, it is still computationally expensive. 

 

𝐸[𝑔²]𝑡 = 𝛾. 𝐸[𝑔²]𝑡−1 + (1 − 𝛾). 𝑔𝑡² (2) 

 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√𝐸[𝑔²]𝑡+𝜖
. 𝑔𝑡 (3) 

 

2.4.3. Adam 

Adaptive moment estimation (Adam) calculates adaptive learning rates similar to Adagard, and 

Adadelta. Adam algorithm keeps track of exponentially decaying average of past square gradients v t and past 

gradients mt: 

 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 (4) 

 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2 (5) 

 

Bias corrected moments: 

 

𝑚̂𝑡 =
𝑚𝑡

1−𝛽1
𝑡 (6) 

 

𝑣̂𝑡 =
𝑣𝑡

1−𝛽2
𝑡 (7) 
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The Adam equation: 

 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√𝑣̂𝑡+𝜖
. 𝑚̂𝑡  (8) 

 

The proposed values for 𝛽1 𝑖𝑠 0.9 𝑎𝑛𝑑 𝑓𝑜𝑟 𝛽2 is 0.999, and 10-8 for 𝜖. The experiments show that 

Adam’s performance is better compared to other algorithms. Its advantage is that it is fast and has no decaying 

learning rate. However, it is still computationally expensive. 

 

2.4.4.  Adamax 

Adamax is a variant of Adam based on infinity norm. It is a linear gradient based optimization 

technique which enables adjusting the learning curve based on characteristics of input data. It is suitable for 

time variant data such as speech. 

 

𝑣𝑡 = 𝛽2
𝑝

𝑣𝑡−1 + (1 − 𝛽2
𝑝

)|𝑔𝑡|𝑝 (9) 

 

𝑢𝑡 = 𝛽2
∞𝑣𝑡−1 + (1 − 𝛽2

∞ )|𝑔𝑡|∞ = 𝑚𝑎𝑥(𝛽2  ⋅ 𝑣𝑡−1, |𝑔𝑡|) (10) 

 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

𝑢𝑡
. 𝑚̂𝑡  (11) 

 

2.4.5.  Nadam 

Nesterov accelerated adaptive moment estimation (Nadam) combines two algorithms, Adam and 

Nestrov Momentum. It is similar to Adam in working on momentum, however it replaces RMSprop with 

Nestrov. Nadam oprimizer’s applications are mostly in noisy or high curvature gradients. 

 

𝜃𝑡+1 = 𝜃𝑡 −
𝜂

√𝑣̂𝑡+𝜖
. (𝛽1𝑚̂𝑡 +

(1−𝛽𝑡)𝑔𝑡)

1−𝛽1
𝑡 ) (12) 

 

 

3. DEEP NEURAL NETWORK MODELS  

3.1.  Model 1: Four Layer DNN 

Model 1 is a simple DNN that consists of the input layer, two fully connected layers with 256 and 128 

neurons, and the output layer as showm in Figure 1. Dropout technique was used to ignore random neurons 

during the training process. Testing the same model with different optimizers, results in lower accuracy even 

when increasing the number of epochs, as shown in the Table 2. Using this model, it was found that using 

different loss functions had no or slight effect on the accuracy, for example, Binary Cross Entropy loss function 

increased the accuracy to 95.01%. The training parameters were set such that the number of epochs= 100, the 

batch size= 32, the optimizer is Adam, and the loss function is Categorical cross entropy. 

 

 

 
 

Figure 1. DNN model 1 



Int J Artif Intell  ISSN: 2252-8938  

 

 Using deep neural networks in classifying electromyography signals for … (Ahmed M. Al-Khazzar) 

221 

3.2.  Model 2: 8 Layer DNN 

In model 2 the number of dense layers was increased. The model consists of the input layer, six fully 

connected layers with 1,024, 512, 256, 128, 64, and 32 neurons, and the output layer. The training parameters 

were set similar to model 1. Similar to model 1, testing the same model with different optimizers, resulted in 

lower accuracy even when increasing the number of epochs, as shown in Table 3. 
 

 

Table 2. The effect of optimizer on the accuracy of the first model 
Optimizer Accuracy Loss 

Adam 94.7% 5.2% 

Adamax 94.7% 5.2% 

Nadam 94.4% 5.5% 
Adagrad 87.4% 12.5% 

AdaDelta 71.04% 28.9% 

 

 

Table 3. The effect of optimizer on the accuracy of the second model 
Optimizer Accuracy Loss 

Adam 95.1% 4.8% 

Adamax 95.01% 4.9% 
Nadam 94.02% 5.9% 

Adagrad 93.6% 6.3% 

AdaDelta 72.3% 27.6% 

 

 

3.3.  Model 3: Five Layer CNN 

In this model, two convolutional neural layers with 64 filters each were used with a kernel size of 3, 

in addition to one dense layer of 100 neurons. The training parameters were the same as the previous models 

as shown in Figure 2. The same pattern has repeated in this model. Testing the same model with different 

optimizers results in lower accuracy even when increasing the number of epochs, as shown in Table 4. 
 

 

 
 

Figure 2. CNN model 3 
 

 

Table 4. The effect of optimizer on the accuracy of the third model 
Optimizer Accuracy Loss 

Adam 95.7% 4.2% 

Adamax 95.3% 4.6% 

Nadam 95.3% 4.6% 
Adagrad 88.6% 11.3% 

AdaDelta 71.7% 28.2% 

 

 

4. RESULTS AND DISCUSSION 

Figures 3(a)-(c), 4(a)-(c), and 5(a)-(c) show the accuracy, loss over time, and confusion matrices for 

Adam optimizer in models 1, 2 and 3. Table 5 summarizes the confusion matrices of the models. In all three 

models, class 5 was recognized accurately for up to 100% of samples. Similarly, classes 2 and 6, were 

recognized with better accuracy and fewer misses than the other classes. The second model had a better 

performance in recognizing class 6 with 98.2% accuracy. Class 4 had the most misclassifications of all classes 

with an accuracy between 89.5% and 92.2%. No model shows exceptional accuracy across all classes. 
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(a) 

 
(b) 

 
(c) 

 

Figure 3. Model 1 accuracy (a) loss over time, (b) confusion matric, and (c) for Adam optimizer 
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(a) 

 
(b) 

 
(c) 

 

Figure 4. Model 2 accuracy (a) loss over time, (b) confusion matric, and (c) for Adam optimizer 
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(a) 

 
(b) 

 
(c) 

 

Figure 5. Model 3 accuracy (a) loss over time, (b) confusion matric, and (c) for Adam optimizer 
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Table 5. Recognition accuracy of different classes in the three models 
Model 1 Samples 0 1 2 3 4 5 6 

Correctly classified 225 216 260 261 238 197 213 
Misclassified 18 17 5 19 28 0 9 

Accuracy 92.59% 92.70% 98.11% 93.21% 89.47% 100.00% 95.95% 

Model 2 samples 0 1 2 3 4 5 6 
Correctly classified 228 212 260 269 240 197 218 

Misclassified 15 21 5 11 26 0 4 

Accuracy 93.83% 90.99% 98.11% 96.07% 90.23% 100.00% 98.20% 
Model 3 samples 0 1 2 3 4 5 6 

Correctly classified 226 219 259 272 245 196 217 

Misclassified 17 14 6 8 21 1 5 
Accuracy 93.00% 93.99% 97.74% 97.14% 92.11% 99.49% 97.75% 

 

 

Table 6 shows the accuracy across different models. It is clear that the accuracy improvement with 

increasing number of layers was negligible (about 1% between model 1 and 3). It has been found that 4 layers 

can achieve an acceptable accuracy rate of 94.7%. Therefore, it is not necessary to increase the number of 

layers in this particular model. Compared to the results reported in the literature (Table 1), the DNN model 

used in this paper performed better than most reported results (the datasets used in the literature vary). 95% 

accuracy could be acceptable for an EMG gesture recognition system. 

 

 

Table 6. Comparing the recognition accuracy of the three models 
Model Number of Layers Accuracy Loss 

Model 1 4 94.7% 5.2% 

Model 2 8 95.1% 4.8% 
Model 3 6 (two convolution layers) 95.7% 4.2% 

 

 

5. CONCLUSION 

Three DNN models were used in this paper to recognize the EMG signals extracted for seven different 

gestures. The dataset included 6,800 samples. 80 features were extracted for each sample from eight EMG 

channels. The neural network models used in this paper differed mostly in the number and type of layers  

(4,6, and 8), and the number of epochs. The first model consisted of the input layer, two fully connected layers 

with 256 and 128 neurons, and the output layer and resulted in an accuracy of up to 95.01%. The second model 

consisted of the input layer, six fully connected layers with 1024, 512, 256, 128, 64, and 32 neurons, and the 

output layer and resulted in an accuracy of up to 94.7%. The third model consisted of two convolutional neural 

layers with 64 filters with a kernel size of 3, in addition to one dense layer of 100 neurons. This model resulted 

in a recognition accuracy of upto 95.7%. The results in this paper showed that the accuracy improvement with 

increasing number of layers was negligible (about 1% between model 1 and 3). Therefore, in recognizing this 

particular dataset it is not crucial to increase the number of layers. In other words, increasing the number of 

layers had little to no effect on increasing the recognition accuracy. In addition, various optimizers namely, 

Adam, Adamax, Nadam, Adagrad, and AdaDelta, were tested across the neural network models. It was found 

that the Adam optimizer performed the best in recognizing the gestures in this EMG dataset. Using other 

optimizers resulted in lower accuracy even when increasing the number of epochs. The four-layer DNN model 

used in this paper archived average recognition accuracy of to 95%. This accuracy can be acceptable for a 

functional smart prosthesis based on EMG signals. The lower computing requirement and the acceptable 

accuracy of a four-layer DNN model (compared to even more layers) can be helpful with the limited computing 

power of the smart prosthesis devices. 
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