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ABSTRACT

Due the growing proliferation of fake news over the past couple of years, our
objective in this paper is to propose an ensemble model for the automatic clas-
sification of article news as being either real or fake. For this purpose, we opt
for a blending technique that combines three models, namely bidirectional long
short-term memory (Bi-LSTM), stochastic gradient descent classifier and ridge
classifier. The implementation of the proposed model (i.e. BI-LSR) on real
world datasets, has shown outstanding results. In fact, it achieved an accuracy
score of 99.16%. Accordingly, this ensemble learning has proven to do perform
better than individual conventional machine learning and deep learning models
as well as many ensemble learning approaches cited in the literature.
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1. INTRODUCTION
Given the increasing proliferation of social media platforms over the past decade, the quantity of

fake news has witnessed an exponential growth. This represents a real threat to humanity since this malicious
information targets diverse fields [1] and has the power to harm not only individuals but institutions as well.
As a consequence, the battle against this phenomenon has taken the form of a research area led mainly by
researchers who investigate the use of various machine learning algorithms and natural language processing
techniques to detect and, thus, stop such types of news.

As is widely known, a wide range of machine learning algorithms is commonly used. However, some
are more used than others depending on the nature of the data studied, that is whether labelled, unlabelled or
even semi-labelled. In fact, the use of a specific algorithm is also influenced by the type of the issue it is trying
to solve, that is whether it is a classification or regression problem. Such algorithms are used for multiple
purposes, one of which is in the detection of bogus reviews. This includes supervised methods as in [2]-[5] and
unsupervised methods as in [6]-[8].

Rather than being confined to conventional learning algorithms, other researchers have, however, cho-
sen to detect fake news through the use of deep learning algorithms, which is a well-known brand of machine
learning and the most widely used in recent years. Such algorithms rely on an artificial network of neurons
inspired by the human brain. This network is made up of hundreds of neuron layers, each receiving and in-
terpreting information from the previous layer. Several works which have opted for deep learning methods in
order to classify fake news from real ones can be cited in this context [9]-[11].

Our objective in this article is to propose a new method that combines algorithms from both deep
learning and traditional machine learning. For this purpose, we will firstly introduce the concept of ensemble
learning whose fundamental idea [12] consists of grouping a set of models together in order to obtain better
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performance.
The remainder of this paper is organized as follows. Section 2 provides a general overview of

the studies that have been interested in the detection of fake reviews using ensemble learning methods. In
section 3, we present our proposed approach. Section 4 is concerned with the experiments that are carried to
justify the choice of the ensemble technique and its performance. Section 5 discusses the major findings of the
present study. Finally, section 6 provides a brief conclusion of the paper.

2. RELATED WORK
Over the past decade, many research works have proposed various techniques and approaches that aim

at classifying news as being real or fake. In the present section, we provide an overview of the major studies
that have been concerned with fake news classification. Nevertheless, we will be restricted to works that are
based on ensemble learning, which is the combination of several learning algorithms. Such approaches have
proven to obtain better predictions and performance than those achieved by using individual algorithms. In
this respect, three different techniques of ensemble learning [13] have been widely used. These are bagging,
blending, and boosting. Each of these ensemble methods is detailed below.

Bagging [14] consists of creating several copies of the same model and then training each copy on a
random part of the dataset using a special technique called ”bootstrapping” to choose the training data. This
assembly method is widely used to resolve classification problems such as sentiment analysis [15], cancer
detection [16], gender recognition [17]. As far as fake news classification is concerned, Patel et al. [18] used a
comprehensive approach for the automatic categorization of news articles. In this context, the authors worked
on textual features to distinguish between fake content and honest one. Their proposed approach was tested on
a real world dataset and results show that Bagging got 89% accuracy in fake news classification. Opting for the
same method of ensemble learning, Ser et al. [19] trained a converted text data using the bagging ensemble of
bidirectional Echo State Networks. Experiments were conducted on two different fake news datasets and the
findings revealed that an accuracy of 63% was achieved with LIAR dataset and 90% with Fake or Real News
dataset.

Unlike Bagging, Blending [20] allows training machine learning models to recognize what is wrong
and what is right in a holdout set of models. The specificity of blending is to implement a validation set that
varies between 10% and 20% to train the subsequent layer in order to improve the overall performance even
more. In their fake news detection approach, Hansrajh et al. [21] opted for blending ensemble learning models
established from support vector machine, logistic regression, stochastic gradient descent, ridge regression,
and linear discriminant analysis. They implemented it on available LIAR and ISOT public datasets to affirm
their proposal, then they evaluated the proposed model with other standard machine learning models through
different performance measures, and obtained 60.8% and 98.4% as accuracy values with LIAR and ISOT
datasets, respectively.

In the same context, Pham et al. [22] also proposed a Blending ensemble learning approach in the
detection of fake news. They examined the integration of bidirectional encoder representations from trans-
formers (BERT) as a significant method that helps to improve performance in automatic language processing.
They combined it with two machine learning algorithms, namely gradient-boosting trees and neural network
classifiers. They also extracted text characteristics and formed credibility scores from news title information.
The suggested model was implemented using a Chinese dataset translated into English and achieved an accu-
racy of 88.29%. Based on the same grouping method in spotting fake reviews, Agarwal et al. [23] presented
a deep learning model, blending both convolutional and recurrent neural networks. They worked on a Kaggle
fake news dataset but confined to analysing only reviews and titles. After testing, their proposed model got an
accuracy of 97.21%.

As opposed to the two previous methods, Boosting [24] allows to build various models in a sequence
one after the other, while asking each model to correct the errors of its predecessor. It is worth noting here
that Adaboost and Gradient Boosting are among the most widely used algorithms in this assembly technique.
In this vein, Ahmad et al. [25] proposed using the learning package approach for the automated classification
of press articles. Their study explored different textual properties that can be used to distinguish fake content
from real one. They trained the data using a combination of different machine-learning algorithms tested by
various methods. Their approach was evaluated using four real-world datasets such as ISOT. After testing, the
XGBoost overall learner was found out to perform better than other learning models with an accuracy of 98%
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on all the implemented performance measures.
Using the same technique of boosting, most researchers have treated the problem of fake news as a

binary classification problem, but there are many other classes of prediction. In Kaliyar et al. [26], experi-
ments were conducted using an ensemble machine learning tree-based algorithm, namely Gradient Boosting
with optimized parameters, which combines content and context features for fake news detection. The study
was carried out using a multi-class dataset and various machine-learning models. The experimental results
demonstrated the effectiveness of the Gradient Boosting algorithm with an accuracy of 86%. In another study,
Gravanis et al. [27] also opted for Boosting techniques where they evaluated Adaboost, Bagging, and Machine
learning algorithms. The experiments were done on linguistic text feature using five datasets: Kaggle-EXT,
McIntire, BuzzFeed, Politifact, and UNBiased and the best score was achieved by Adaboost over all datasets.
Similarly, Espinoza et al. [28] used Adaboost with support vector machine (SVM) and MLP to detect fake
reviews in a restaurant dataset. Results of their study showed that their ensemble model achieved an accuracy
of 77.30%. For their parts, Sharma et al. [29] opted for the same grouping method to classify fake tweets using
a combination of ML with XGBoost classifier. This method obtained an accuracy of 81% on FakeNewsNet
dataset that contains tweets with user characteristics.

However, this does not mean that boosting techniques are used only with traditional machine learning
algorithms. In fact, deep learning algorithms are also made use of. In this respect, Aslam et al. [30] employed
an ensemble-based model to separate bogus news from authentic ones. This study was carried out based on
two main attributes: textual ”statement” used with Bi-LSTM-gated recurrent unit (GRU)-dense model, and
remaining attributes with the dense deep learning model. The approach was tested on the LIAR dataset and
showed a precision of 91.3% and an accuracy of 89.8%. The results also demonstrated the efficiency of the
model and showed its superiority over other works that used the same dataset for the same problem.

From the overview above, it is quite clear that a lot of research studies have attempted to classify
bogus reviews from truthful ones using ensemble learning techniques. The section that follows describes our
proposed method as well as the experiments carried out to illustrate the different types of grouping methods.

3. OUR APPROACH
In this article, our objective is to present a novel ensemble learning method that can allow us to

efficiently detect false reviews and subsequently avoid their negatives effects. In this we propose Blending-
BI-LSR as a new approach qualified within the Blending group method. For this purpose, we used a list
of classifiers mainly composed of Bi-LSTM as the stronger learner, Stochastic Gradient Descent Classifier
(SGDC) and Ridge Classifier (RG) as the weak learners in our study. Hence, we obtained six predictions in
totality, two outputs for each model: training data predictions and testing predictions. Finally, we concatenated
the results to end up with a matrix named the ”meta model” which consists of the three test predictions and the
three training predictions obtained before.

This meta model was used to create the final predictions using ”the base model”; In our case we used
Random Forest Classifier since it gave us better results compared to the mostly used model which is logistic
regression. Accordingly, we generated a function to fit our meta model based on the predictions of both training
and testing sets. Then we generated final predictions. Figure 1 illustrates our model architecture.

Before moving on, it is worth noting that the Bi-LSTM integrated in our study takes a word embed-
dings in the input layer that consists of 100 neurons and 20000 tokens. However, since not all the sentences
have the same length, as some are longer or shorter than others, we need to have the entries of the same size;
thus, each token in a circulated array is reformed to 350 dimensions. The embedding dimension which is de-
fined as the length of the unique vector used is equal to 50, the batch size which represents the number of units
in a cycle is set to 32 and the number of total epochs is 10.

4. EXPERIMENTAL SET UP
To justify the choice of the selected machine learning algorithms as well as that of the grouping

method, we used three different ensemble learning techniques, namely Bagging, Blending, and Boosting and
we implemented them using different traditional algorithms together with LSTM and Bi-LSTM models.
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Figure 1. Blending BI-LSR model architecture

4.1. Dataset description
For the particular needs of the present study, we used the ISOT fake news dataset [31] and [32]

which is made up of two different types of articles, namely real and fake. The first set contains 21417 real
news articles crawled from the news website ”Reuters.com” while the second contains 23481 fake articles
collected from different unreliable websites that were flagged by Wikipedia and ”Politifact”, a fact-checking
organisation. Both datasets are mainly composed of articles on diverse topics most of which focus on World
news and politics. Each of these articles includes: title, text, subject, and publication date. Figure 2 gives the
considered dataset distribution according to the different subjects divided into two subfigures, (a) represents
real news while (b) represents fake news.

4.2. Data pre-processing
In order to obtain effective results, cleaning our dataset is a major prerequisite. For this purpose,

various pre-processing tasks have been carried put. This includes the removal of stops words, which are a
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set of terms that are commonly used in the text but they do not contribute in natural language processing
tasks and as such they are not important in our analysis. These words include prepositions, pronouns, articles,
etc. In addition to removing stop words, nulled values as well as words which are less than two characters
were also deleted. The cleaned data was then subject to two morphological processes, namely stemming and
lemmatization. The first chops all affixes to get the stem or the root of the word. The second is quite similar to
stemming but brings the word to its dictionary form.

(a)

(b)

Figure 2. Dataset distribution according to (a) the different subjects of truthful news and (b) the different
subjects of untruthful news

After pre-processing our dataset, we carried out feature selection to detect the most relevant charac-
teristics based on the chi-squared test. The latter was implemented to choose the features which got the highest
chi-squared values. This test measures the dependence between stochastic variables, and shows the most likely
independent features of the class and consequently inappropriate for our classification. Therefore, we calcu-
lated the dependency between ’text’, ’content’, ’subject’ and ’date’. As shown in Figure 3, the results indicate
that the feature subject has no dependence on the other variables.

We combined the columns ’text’, ’title’ and ’date’ to obtain a complete news article with its headline,
and removed the ’subject’ column since it is irrelevant in our analysis. But before feeding the data into the
machine learning algorithms, we converted the articles into integers using tokenizers to get them prepared for
the embedding matrix. Moreover, we divided the dataset into sets: 85% for training and 15% as a test data to
be implemented in the predictions evaluation.
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4.3. Data visualisation
Before conducting the experiments, we will proceed to data visualization which allows us to visualize

the particular intricacies of our dataset by using graphs. This task was carried out before deleting the ’subject’
column. Probably one of the most striking features of our dataset is that it is almost balanced as it contains
approximately the same number of real and fake news articles. Real news articles exceed fake news only by
2.4%; this is illustrated in the Figure 4.

Subsequently, we extracted the polarity, which is the sentiment degree expressed the text be it negative,
positive, or neutral depending on the assigned value which varies between −1.0 and 1.0. The subjectivity of
the text returns a number between 0.0 and 1.0, where the value 0.0 is assigned to the subjective while the
value 1.0 is allocated to the objective. And finally we calculated the number of words of each news item. This
was executed on the news of each class independently. This is illustrated in both Figures 5 and 6 where the
subfigures (a), (b), and (c) expose sentiment, subjectivity, and word count, respectively.

Figure 3. Chi-squared test

Figure 4. Dataset balanced

As is noticeable, the polarity of truthful news articles ranges between −0.25 and 0.25 while the polar-
ity of fake news varies between −0.5 and 0.5 which indicates the use of words carrying more emotion even if
the majority of both classes sentences carry a neutral polarity.

As far as subjectivity is concerned, both news classes seem to be different. For the truthful news
articles, the values of subjectivity vary between 0.0 and 0.8, where the majority of the articles are between
0.2 and 0.4, whereas in fake news, subjectivity values diverge between 0.0 and 1.0, where the largest mass is
placed between 0.4 and 0.6. Thus, it can be concluded that real news articles are likely to be more objective
while bogus news tends to be more subjective.
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(c) (d)

(e)

Figure 5. Dataset distribution according to the different subjects of truthful news (a) Sentiment,
(b) subjectivity, and (c) word count

(f) (g)

(h)

Figure 6. Dataset distribution according to (a) the different subjects of untruthful news (a) Sentiment,
(b) subjectivity, and (c) word count
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As far as word count is concerned, the figures above clearly show that the number of words in each
real news item varies between 0 and 750, and that most paragraphs contain less than 500 words. On the other
hand, the total number of words containing each fake news article alternates between 0 and 1000, where the
majority are around 500 words. These results allow us to conclude that fake news are likely to involve more
words in order to better express the idea and give the maximum information that could mislead the reader.

4.4. Experiments
For the purpose of validating our Blending-BI-LSR model, we conducted a set of experiments based

on combinations of algorithms that consist of traditional machine learning algorithms and deep learning ones.
Therefore, we integrated Bi-LSTM as the basic learner of all the experimentations since it is known for its
performance in classification problems. We also used some traditional machine learning algorithms which are
listed in the subsequent Table 1.

Table 1. Findings of the experiments
Method Model (s) Accuracy With ’date’ Accuracy without ’date’
Single K-Nearest Neighbors (KNN) 59.93% 57.92%

DecisionTree (DT) 83.07% 82.94%
Bidirectional Long Short-Term Memory (BI-LSTM) 99.04% 95.60%

Long Short-Term Memory (LSTM) 98.64% 59.38%

RandomForest (RF) 86.14% 82%
ExtraTrees (ET) 80.13% 72.93%

Support Vector Classifier (SVC) 71.66% 68.54%

Stochastic Gradient Descent Classifier (SGDC) 58.42% 55.48%
Logistic regression ( LG) 67% 59.84%

Ridge Classifier (RG) 64.69% 60%

Blending LSTM + LG 98.72% 98.67%
LSTM +DT + ET 92.59% 84.63%

BI-LSTM +DT + ET 92.82% 84.63%

LSTM + RG 98.73% 97.20%
BI-LSTM + SGDC 99.04% 98.33%

LSTM + SVC 98.76% 98.52%
Blending-BI-LSR 99.16% 98.24%

LSTM + SVC + ET 87.05% 78.38%

LSTM + ET + RG 82.19% 74.29%
BI-LSTM + ET + SGDC 97% 73.89%

LSTM + SGDC + RG + KN 98.74% 98.63%

BI-LSTM + ET + RG + SGDC 96.31% 73.27%
ET + SGDC +RG + LSTM 85.48% 77.78%

BI-LSTM + ET + RG + SGDC + SVC 90.41% 74.83%

SVC+ RG + SGDC + LG + LSTM + ET 88.42% 79.22%
Boosting Ada boost (Ada) 79.48% 75.89%

Gradient boosting (Grad) 73.76% 72.92%

XGB Classifier 81.13% 78.52%
LSTM + DT 89% 88%

BI-LSTM + KNN 86% 84%
LSTM + DT + KNN 86% 84%

BI-LSTM + ET + SVC 85% 82%

BI-LSTM + RG + SGDC 79% 79%
LSTM + RG + SGDC 79% 79%

Bagging LG 67.07% 60.39%

DT 90.13% 89.62%
LSTM + RF 89% 88%

LSTM + SGDC 89% 88%

BILSTM + SGDC 89% 89%
BILSTM + RG 89% 88%

BILSTM + LG 89% 89%

LSTM + KNN 89% 88%
LSTM + SGDC + SVC 90% 90%

BI-LSTM + SGDC + SVC 90% 89%

LSTM + ET + SVC 90% 90%
LG + RF + KNN + RG + BI-LSTM 90% 90%

ET + RF + KNN + SVC + RG + LSTM 90% 90%
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After training each algorithm separately, we created several collections using three different methods,
each representing a classification model for ensemble learning. Thus, the first ensemble method is bagging
We constructed independent estimators on diverse samples of our dataset, then we voted on all the individual
predictions for obtaining the final value. We repeated these operations on different collections of algorithms
containing varied numbers and content.

The second method is boosting in which algorithms are executed subsequently and the predictions
are made based on ’XGB Classifier’ since we obtained the greatest value through its implementation com-
pared to ’Ada Boost’ and ’Gradient Boosting’. Accordingly, multiple simples are created from our original
dataset. Before producing the first model we gave all the observations identical weights, then the predictions
were made over the whole dataset. In the same way, the subsequent models are produced by correcting the
preceding model’s errors to finally obtain the strong learner model by calculating the weighted mean of the
others. Likewise, multiple collections of different algorithms are generated.

The third applied method is blending, where the meta-model is trained on predictions done on a hold-
out dataset using the base models. Therefore, we created a list of models that we integrated in our experiments.
For this purpose, we used logistic regression as the final learner for all the proposed sets of models. Then,
we created a function that fits all the models and allows us to acquire predictions via the validation dataset.
These predictions were restructured and joined to a list that was stacked for the meta-model features. The same
steps were reproduced for each nominated assortment. All the experiments were evaluated to calculate their
efficiency. However, each experiment was conducted twice. First, we implemented only two characteristics,
namely ’text’ and ’title’, while in the second, three features, namely ’text’, ’title’ and ’date’ were used in order
to illustrate the impact of the ’date’ column in the results of our classification. The Table 1 shows more details
about the findings associated with each model.

5. DISCUSSION
Taking into consideration the findings of the experiments that were carried out in our work, classified

by type of grouping, it is quite clear that the implementation of an ensemble learning method allows us to
obtain better results compared to the single application of a separate model. Specially, our Blending BI-LSR
model achieved the best score among all the implemented models. In fact, it has been confirmed that the best
results in our study were obtained using the blending method through its various collections. In contrast, low
results were obtained using the boosting grouping method despite using the same dataset as well as the same
learning algorithms. On the other hand, the performance of bagging experiments lies between the two previous
methods and demonstrates its weakness compared to the blending method and its capability against boosting
method. We also noted the impact of ’date’ column that is shown in the final results in all the experiments, in
that it leads to an improvement of our analysis performance.

Moreover, we noted that the number of algorithms constituting a group of model does not influence the
final efficiency, even though the algorithms used influence effectively the final performance either by improving
the results or by worsening them. Let us take the example of two Boosting experiments. We grouped long short
term memory (LSTM) with decision tree (DT) and an accuracy of 89% was obtained. In another experiment,
where we kept the two previous algorithms and added the K-nearest neighbors (KNN), an accuracy value
of 86% was achieved. Accordingly, the addition of a third algorithm only reduced the model performance.
While running LSTM, DT and KNN models separately, we got the accuracy of 98.64%, 83.07% and 59.93%,
respectively. Hence, we can say that the combination of these models allowed the improvement of the results
compared to KNN and DT but decreased the performance of LSTM results.

To confirm the effectiveness and the outstanding results of our proposal, the Table 2 illustrates the
performance of various approaches cited in the literature in comparison to ours. This table clearly shows that
our approach is ranked first compared to other cited studies. In fact, with an accuracy score of 99.16%, our
ensemble model has outperformed other previous approaches despite opting for similar assembling techniques
in some cases and using the same dataset in other cases but never implementing the same features.
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Table 2. Comparison of our approach and some other methods
Study Model Dataset Year Accuracy Features
[18] SVM Bagging Real word database 2021 89% Headlines
[19] Bagging ensemble of bidirec-

tional Echo State Networks
LIAR/ Fake o Real
News dataset

2022 63% / 90% Text

[21] Blending (logistic regression,
support vector machine,
linear discriminant analysis,
stochastic Gradient Descent,
and Ridge Regression)

LIAR/ ISOT 2021 60.8% / 98.4% Text

[22] Blending (Bert + gradient-
boosting trees + neural net-
work classifiers)

Chinese dataset trans-
lated into English

2019 88.29% Title

[23] Blending (CNN and RNNs) Kaggle fake news
dataset

2020 97.21% Title and text

[25] Boosting (XGBoost overall
learner)

ISOT and Kaggle
datasets

2020 98% Text

[26] Boosting (Bi-LSTM-GRU-
dense model)

LIAR 2019 86% Text

[27] AdaBoost Kaggle-EXT, McIntire,
BuzzFeed, Politifact,
UNBiased

2019 95% Linguistic text features

[28] Adaboost with SVM and MLP Restaurant Dataset 2020 77.3% Text
[29] XGBoost with ML algorithms FakeNewsNet 2022 81% tweet content and user

characteristics
Our approach Blending (BI-LSTM +SGDC

+ RG) using RF as meta-
model

ISOT 2023 99.16% Title, text and date

6. CONCLUSION
Our objective in this work was to propose a novel approach that can automatically classify news

articles as being real or fake. In this respect, we put forward a new ensemble learning approach that groups
traditional machine learning and deep learning methods using blending techniques. The overall findings of
the experiments that were carried out demonstrated that the proposed Blending BI-LSR method achieved an
accuracy score of 99.16%. This has proven its outstanding performance over other models used in the literature.
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