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 The phenomenon of cyberbullying has spread and has become one of the 

biggest problems facing users of social media sites and generated significant 

adverse effects on society and the victim in particular. Finding appropriate 
solutions to detect and reduce cyberbullying has become necessary to mitigate 

its negative impacts on society and the victim. Twitter comments on two 

datasets are used to detect cyberbullying, the first dataset was the Arabic 

cyberbullying dataset, and the second was the English cyberbullying dataset. 
Three different pre-trained global vectors (GloVe) corpora with different 

dimensions were used on the original and preprocessed datasets to represent 

the words. Recurrent neural networks (RNN), long short-term memory 

(LSTM), Bidirectional LSTM (BiLSTM), gated recurrent unit (GRU), and 
Bidirectional GRU (BiGRU) classifiers utilized, evaluated and compared. The 

GRU outperform other classifiers on both datasets; its accuracy on the Arabic 

cyberbullying dataset using the Arabic GloVe corpus of dimension equal to 

256D is 87.83%, while the accuracy on the English datasets using 100 D pre-

trained GloVe corpus is 93.38%. 
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1. INTRODUCTION 

The development of technological technologies and the increase in the number of users of social media 

sites, including users who try to harm others, led to the spread of cyberbullying. Cyberbullying is a type of 

bullying in which one or more persons (the bully) purposefully and frequently cause harm to another person 

(the victim) through using technological technologies. Cyberbullies utilize technological technologies like 

mobile phones, computers, or other electronic devices to send emails, instant text messages, make comments 

on social media or in chat rooms, or otherwise to harass their victims [1], [2]. Cyberbullying may have serious 

and long-term consequences for its victims, like a physical, mental, and emotional impact on the victim that 

leaves them feeling scared, furious, humiliated, exhausted, or have symptoms such as headaches or stomach 

pains. When victims experience cyberbullying, they might start to feel ashamed, nervous, anxious, and insecure 

about what people say or think about them. This can lead to withdrawal from friends and family, and it may 

lead to the victim's suicide [3], [4]. So, it has become necessary to search for and find solutions to detect 

cyberbullying messages. Many attempts have been made in the field of artificial intelligence to detect the 

phenomenon of cyberbullying by using machine learning and deep learning techniques, and attempts are 

continuing to find the best results and appropriate solutions to detect this phenomenon to reduce the negative 

effects that generate in society, especially on the category of teenagers who are more exposed to cyberbullying 

than the rest category of society. 
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In this research, we used deep learning classifiers with two labelled datasets (Arabic and English) to 

detect the phenomenon of cyberbullying. In the step of word representation, we used a pre-trained global vector 

for word representation (Pre-trained GloVe) for obtaining vector representations for words, which facilitates 

dealing with these words inside the computer since most electronic devices, including the computer, only 

understand and deal with digital values, so it became a step to represent words and convert them into vectors, 

the most important step. Each vector contains a number of numbers to represent this word and facilitate dealing 

with it inside the computer. Five deep learning classifiers we used in this research to detect cyberbullying are: 

standard recurrent neural networks (RNN), long short-term memory (LSTM), bidirectional long short-term 

memory (BiLSTM), gated recurrent unit (GRU), and Bidirectional gated recurrent unit (BiGRU) based on a 

powerful and robust form of a chain of repeating modules of neural networks with internal memory used for 

sequential data. This research is organized: Section 2 presents related works, details of the dataset, word 

representations, the classifier, and their corresponding results. Section 3 explains the basic concepts in the 

practical part of this research. Section 4 provides the methodology that this research followed to achieve the 

results. Section 5 presents the experimental results and discussion. 

 

 

2. RELATED WORK 

Since cyberbullying is one of the major problems we are facing, many researchers have contributed 

to developing models based on machine learning and deep learning to detect this type of bullying. Reviewing 

previous work found that there was not enough research done to identify Arab cyberbullying in particular. This 

can be attributed to many challenges and problems related to the Arabic language itself, such as 1) the lack of 

a large data set for adopting it to build prediction models. 2) using colloquial language in speaking, and 3) not 

all libraries support the Arabic language [5]. 

Tyagi et al. [6] employed convolution neural network (CNN) with LSTM as a deep learning module 

(CNN-LSTM) on 1.6 million English tweets, which categorize into two classes (negative and positive class). 

The accuracy was 81.20% in the CNN-LSTM module with GloVe word embedding model dimension equal to 

300D. Al-Bayati et al. [7] used an Arabic dataset taken from the internet, which is called large scale Arabic 

book reviews (LABR), and contains over 16,448 rows, including positive labels (1) and negative labels (0). 

The dataset was preprocessed by removing any words found in the dataset that are not in Arabic, normalization, 

stemming, removing stopwords, and others. The dataset is split into 67% for training, 17% for testing, and 16% 

for validation. The dataset is trained and tested with LSTM as a deep learning classifier and a pre-trained 

embedding layer as word embedding for word representation. The accuracy was 82% with the LSTM classifier, 

batch size 256, and epoch 10, which was the best result in this study. 

The result in [8] an English cyberbullying dataset from Kaggle, which was collected from social media 

sites like Twitter, Instagram, and Facebook. The dataset includes 100,000 comments, and the dataset was 

preprocessed in several processes such as text cleaning, tokenization, stemming, lemmatization, and stopwords 

removal. This research used LSTM, BiLSTM, GRU, and RNN as deep learning classifiers. The accuracy was 

80.86% with an LSTM, 82.18% with BiLSTM, 81.46% with GRU, and 81.01% with RNN. Higher accuracy 

was achieved in this research 82.18% with a BiLSTM. 

Janardhana et al. [9] used the movie review (MR) dataset, which included 12,500 positive and 12,500 

negative reviews. The dataset was preprocessed in several processes such as eliminating the stopwords and 

removing the punctuation. This paper used a GloVe word embedding dimension of 200 with three deep learning 

classifiers like LSTM, CNN, and CRNN (Generalized CNN combined with the BiLSTM). The accuracy was 

79.47% with LSTM, 72.32% with CNN, and 84% with CRNN. The better accuracy was achieved at 84% with 

the CRNN deep learning classifier. The LSTM as a deep neural network has been used with a sentiment-

specific word embedding (SSWE) layer for word representation as can be seen in [10]. The dataset was 

compiled from three sources: Twitter, Formspring, and Wikipedia, with each platform contributing 3,000 

examples for 9,000. The dataset was preprocessed in several processes, like removing numbers, punctuation 

marks, symbols, blank spaces, and other processes. The accuracy of each separate platform was 79.1% with 

Twitter, 72% with Formspring, 75.5% with Wikipedia, and 77.9% from the total examples with the LSTM 

deep learning classifier. The proposed module in this research has some limitations, like the small size of the 

dataset used and the one deep learning classifier tried in this research. Venkatesh et al. [11] applied an English 

Twitter dataset including 10,007 comments on tweets, and the dataset was preprocessed in several processes, 

such as converting all characters to lowercase, removing the links, removing punctuation, removing 

whitespace, and others. The authors tried to use deep learning and machine learning modules to achieve the 

best result. The best accuracy achieved was 85% with CNN-LSTM and GloVe word embedding. 

Almutiry et al. [12] utilized Arabic comments Twitter dataset size of 17,748 comments tweets, which included 

14,178 cyberbullying tweets and 3,570 non-cyberbullying tweets. The Arabic comments Twitter dataset 

achieved 84.03% with support vector machine (SVM) as the classifier and term frequency-inverse document 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 13, No. 1, March 2024: 500-508 

502 

frequency (TD-IDF) as feature extraction to word representation of the dataset. Table 1 shows some recently 

used methods for feature extraction and the data set with their highest accuracy. 

 

 

Table 1. The highest related work accuracy for each classifier on the used dataset 
Research Dataset Feature extraction/Word embedding Classifier Accuracy 

[6] 1.6 million English tweets GloVe CNN-LSTM 81.20% 

[7] 16,448 rows from (LABR) pre-trained embedding layer LSTM 82% 

[8] 100,000 English comments cyberbullying dataset 

from Kaggle 

embedding layer LSTM 80.86% 

BiLSTM 82.18% 

GRU 81.46% 

RNN 81.01% 

[9] 25,000 reviews from Movie Review GloVe LSTM 79.47% 

CNN 72.32% 

CRNN 84% 

[10] 9,000 examples compiled from Twitter, 

Formspring, and Wikipedia 

SSWE layer LSTM 77.9% 

[11] 10,007 comments on English tweets GloVe CNN-LSTM 85% 

[12] 17,748 Arabic comments tweet TF-IDF SVM 84.03% 

 

 

3. PRELIMINARIES 

Global vectors (GloVe) is an algorithm that was trained on a huge number of words using 

unsupervised training to obtain the embedding matrix for the words, knowing how close the words are to each 

other and drawing the words nearest or furthest from each other. GloVe depends on co-occurrence statistics 

and a probability ratio statistic of the words to generate an embedding matrix for these words. Because the 

computer understands only digital data, this requires converting words into digital values to make them easier 

to understand and deal with inside the computer. GloVe is used to represent words using an embedding matrix 

containing many words. Each of these words corresponds to several numerical values, representing the vectors 

embedding this word, which are then employed as the input layer for neural networks of deep learning 

classifiers [13], [14]. Recurrent neural network (RNN) is one type of deep learning classifier based on keeping 

the output of a certain layer and feeding it back to the input to predict the layer's output, but it suffers from the 

problem of vanishing and exploding gradients. RNN has been developed into different types of classifiers to 

achieve better results and possibly solve the problems that RNN's deep learning classifier suffers from [15]. 

Long short-term memory (LSTM) is one of the types and developments of the RNN that Solves the problem 

of vanishing and exploding gradients, especially when faced with long text sentences. The LSTM contains a 

memory that saves the most important information and neglects the less important information through four 

gates: forgets gate, input gate, cell state, and output gate. Figure 1 shows the LSTM structure [4], [16].  

 

 

 
 

Figure 1. The LSTM structure [16] 

 

 

Where the A are the neurons of LSTM, the input gates of the neurons are Xt, Xt-1, Xt+1, and the output 

gates are ht, ht-1, ht+1. The two outputs from each neuron to the next neuron represent the forget gate and cell 

state. The  is the sigmoid activation function [17], [18]. Bidirectional long short-term memory (BiLSTM) is 

also a type of recurrent neural network (RNN). The sequence processing model consists of two LSTMs: the 

first takes the input in a forward direction and the other in a backward direction. The BiLSTM is working to 

effectively increase the information available to the network and improve the context available to the algorithm. 
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Figure 2 shows how the BiLSTM works, where the input gates of the neurons are Xt, Xt-1, Xt+1, and the output 

gates are yt, yt-1, yt+1. The  is the sigmoid nonlinear activation function [19], [20]. 

 

 

 
 

Figure 2. The BiLSTM structure [20] 

 

 

Gated recurrent unit (GRU) is a type of recurrent neural network (RNN); it solves the vanishing and 

exploding gradients problems that face RNN. The GRU is similar to the LSTM classifier but with fewer 

parameters, generally faster and easier in the training process [21]–[23]. Figure 3 shows the structure of the 

GRU classifier [24]. 

A typical RNN learns sequential information in one direction, i.e., the dependence of the time step t 

to the previous temporal steps. Still, potentially available information will be lost. So, BiGRU is suggested, 

where a GRU layer is added to process the backward data, causing the yt output at time t to be based on the 

information of the previous time steps (Ht−1) and the information of the next time steps (Ht+1) [25]. 

 

 

 
 

Figure 3. The structure of GRU deep learning classifier [24] 

 

 

4. METHODOLOGY 

In this research, two datasets on cyberbullying are used, the first in Arabic and the second in English, 

each of which was processed with several operations in the preprocessing step. Then, three types of the pre-

trained corpus were used with different dimensions to represent words, making it easier to understand and deal 

with them inside the computer. Since the computer only understands digital values, it became necessary to 

represent these words with digital values through this step. In the classifiers step, several deep learning 

classifiers were used to achieve the best results in classifying and detecting the phenomenon of cyberbullying. 

The methodology of all these steps will be shown in Figure 4, which will be clarified and explained for each 

step in detail. 
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Figure 4. The methodology of deep learning used to detect cyberbullying in this research 

 

 

4.1.  The input dataset 

Searching for the appropriate dataset for the research and its subject is necessary for every practical 

research project. Then comes the stage of studying this data and knowing its size, label, and other details that 

must be known about the dataset we have chosen. In this research, two Kaggle datasets were used, each having 

several tweets related to the research topic: cyberbullying. Tweets are posts or messages that individuals 

publish on the Twitter platform to exchange information with each other all over the world [26]. The first 

dataset is the Arabic cyberbullying dataset. The size of the first dataset is 17,748 Arabic tweets, including 

14,178 cyberbullying tweets and 3,570 non-cyberbullying tweets [12]. The second dataset is the English 

cyberbullying dataset. The size of the second dataset is 47k English tweets, including 7,631 not-cyberbullying 

tweets, and the rest are cyberbullying tweets, which contain harassing comments like religion, age, and others 

[27]. The two cyberbullying datasets used in this research to detect and classify the comments on Twitter on 

cyberbullying to reduce and prevent this phenomenon.  

 

4.2.  The preprocessing dataset 

After the stage of selecting the appropriate dataset for the research, studying it, and considering it as 

the input dataset for the research, it became necessary to process this dataset in the preprocessing stage to 

achieve better results with this dataset and the subject of the research, and since the dataset may contain noise. 

For this reason, the preprocessing stage is required to minimize the number of words and sentences by 

eliminating unnecessary words from tweets and trying to connect or approximate words with the same meaning 

or words close to each other, among different techniques. The preprocessing dataset process in this research is 

divided into two groups of processes. The first is a group of preprocessing processes for a cyberbullying dataset 

in Arabic, and a second is a group of preprocessing processes for a cyberbullying dataset in English. The Arabic 

cyberbullying dataset is preprocessed in two main steps, normalization and stemming. The normalization 

process contains several operations, such as tokenization, removing Arabic stopwords, extra spaces, numbers, 

and repeated characters. The stemming process includes light stemming, root stemming, and lemmatization. 

The English cyberbullying dataset is preprocessed using normalization (such as tokenization, removing English 

stopwords, extra spaces, punctuation and numbers, repeated characters, and others). After the preprocessed 

step of two cyberbullying datasets comes an important step: splitting the dataset. Each dataset was divided into 

training and testing data with a rate of 8:2, respectively. This research used training and testing data to detect 

and classify the comments on Twitter on cyberbullying, whether the comment is cyberbullying or not. 

 

4.3.  GloVe word embedding 

The computer device only understands digital data. For this reason, we need to represent the words 

by converting each word into several vectors, which includes a huge amount of numbers to represent this word 

and is easy to understand and deal with these words by the computer device. In this research, we used pre-
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trained GloVe word embedding to represent the word of each tweet's comments with the Arabic and English 

cyberbullying datasets. The GloVe has pre-defined dense vectors for around every 6 billion words of English 

literature, along with many other general-use characters like commas, braces, and semicolons. Four varieties 

available of GloVe are 50 D, 100 D, 200 D, and 300 D. Here D stands for dimension. 100 D means that each 

word has an equivalent vector of size 100. GloVe files are simple text files in the form of a dictionary. Words 

are keys, and dense vectors are values of the key. 

Three pre-trained GloVe corpora are utilized from the Kaggle. The first GloVe corpus is an Arabic 

corpus language with 1,538,616 Arabic words with 256 D. The second GloVe corpus is English, which contains 

over a million English words with 100D. The third GloVe corpus contains multi-languages; among these are 

Arabic and English. It contains 1,193,514 words with 50 D, 100 D, and 200 D. 

 

4.4.  The classifiers 

The classifier is an algorithm trained on datasets, and its accuracy depends on finding the best weights 

that maximize the accuracy of the tested data. Five deep learning classifiers are used to classify and detect the 

phenomenon of cyberbullying on the two datasets (Arabic and English) with pre-trained GloVe. These 

classifiers are standard recurrent neural networks (RNN), long short-term memory (LSTM) networks, 

Bidirectional LSTM (BiLSTM), gated recurrent units (GRU), and Bidirectional GRU (BiGRU) networks with 

different experiments. 

 

 

5. EXPERIMENT RESULTS AND DISCUSSION 

In this section, three different experiments with deep learning classifiers and pre-trained GloVe are 

utilized to classify and detect the phenomenon of cyberbullying. Each one of these three experiments contained 

a set of results, which we reached by executing a large number of lines of code for each of these three 

experiments using the Python language. The Python language, which is considered one of the most important 

and most used programming languages in the field of computer science, was used to achieve the best results 

for this research. We will explain each of these experiments separately in detail, as shown in sections 5.1 and 5.2. 

 

5.1.  The first experiment 

The first dataset is Arabic cyberbullying, applied using the Arabic pre-trained corpus GloVe of 256D. 

The dataset was trained and tested with 256 batch size, 10 epochs, and splitting the dataset was into 80% for 

training and 20% for testing. The accuracy results of this experiment are shown in Table 2. 

 

 

Table 2. The accuracy of deep learning classifiers with Arabic GloVe corpus 256D 
Dataset Preprocess RNN LSTM BILSTM GRU BIGRU 

Arabic Cyberbullying Dataset Original 83.79% 85.77% 86.50% 87.83% 86.16% 

Normalized 84.35% 85.85% 85.77% 86.30% 86.95% 

Light stemming 84.24% 85.85% 86.19% 86.56% 86.73% 

Root stemming 84.33% 85.71% 85.40% 85.63% 85.29% 

Lemmatization 80.09% 86.25% 86.16% 86.22% 86.13% 

 

 

From the classifier point of view, the best accuracy applied to the Arabic cyberbullying dataset is 

achieved using the GRU classifier with an accuracy of 87.83% applied to the original dataset. If we notice the 

rest of the results that were implemented and obtained from the practical part of this research, the classifiers 

GRU and BiGRU mostly achieved better results than the rest of the classifiers. Also, from our observation of 

the results of the practical part that we conducted in this research, the root stemming process in this experiment 

mostly achieved less results than the rest of the processes, and thus the root stemming process in this experiment 

has mostly failed to achieve good results compared to the rest of the processes. In contrast, the BiGRU and 

RNN conducted their best results after the normalization process dataset. 

 

5.2.  The second experiment  

This experiment uses the pre-trained corpus GloVe, which contains multi-languages; among these are 

Arabic and English with 50 D, 100 D, and 200 D. Two datasets were trained and tested with 256 batch size, 10 

epochs, and splitting the dataset was into 80% for training and 20% for testing. The accuracy results of these 

experiments is shown in Tables 3-5. The Arabic cyberbullying dataset achieved its best result with the GRU 

classifier applied after the lemmatization process on different corpora (50, 100, and 200). Increasing the corpus 

size enhances the accuracy, so 200 D achieved the best accuracy among these corpora with 86.59%. Also, the 

GRU classifier achieved the best accuracy when applied to the English cyberbullying datasets. The experiments 
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were applied on (50, 100, and 200) dimensions, with 93.38% accuracy achieved using a 100D corpus applied 

to the normalized dataset. 

According to the results, the GRU, LSTM, and BiGRU classifiers mostly achieved better than the 

rest. The root stemmer failed to achieve good results when applied to the Arabic cyberbullying dataset 

compared to the rest of the preprocessing operations. The normalized preprocess to the English cyberbullying 

datasets enhances its accuracy. 

 

 

Table 3. The accuracy of deep learning classifiers with GloVe corpus 50D 
Dataset Preprocessing RNN LSTM BILSTM GRU BIGRU 

Arabic Cyberbullying Dataset Original 83.93% 84.04% 85.74% 84.86% 85.15% 

Normalized 84.07% 84.19% 84.64% 85.29% 83.90% 

Light stemming 83.42% 84.55% 84.44% 85.12% 84.61% 

Root stemming 83.23% 84.52% 84.07% 85.20% 83.56% 

Lemmatization 83.99% 85.46% 85.09% 86.19% 85.34% 
English Cyberbullying Dataset Original 90.92% 92.23% 92.80% 92.94% 92.30% 

Normalized 91.14% 92.74% 92.81% 93.19% 92.85% 

 

 

Table 4. The accuracy of deep learning classifiers with GloVe corpus 100D 
Dataset Preprocessing RNN LSTM BILSTM GRU BIGRU 

Arabic Cyberbullying Dataset Original 84.47% 84.50% 84.44% 85.09% 85.60% 

Normalized 84.92% 85.20% 85.15% 85.34% 85.34% 

Light stemming 84.47% 85.34% 85.71% 85.54% 85.23% 

Root stemming 84.33% 84.47% 85.12% 85.03% 84.13% 

Lemmatization 83.03% 85.46% 85.63% 86.19% 85.63% 

English Cyberbullying Dataset Original 91.42% 92.44% 92.62% 92.84% 92.62% 

Normalized 91.74% 92.45% 92.96% 93.38% 93.14% 

 

 

Table 5. The accuracy of deep learning classifiers with GloVe corpus 200D 
Dataset Preprocessing RNN LSTM BILSTM GRU BIGRU 

Arabic Cyberbullying Dataset Original 84.98% 85.15% 85.96% 85.85% 85.46% 

Normalized 84.44% 85.54% 84.89% 85.99% 85.82% 

Light stemming 84.92% 85.03% 84.92% 85.88% 85.68% 

Root stemming 82.72% 85.34% 84.21% 85.65% 85.03% 

Lemmatization 83.87% 85.79% 85.63% 86.59% 85.48% 

English Cyberbullying Dataset Original 91.27% 92.19% 92.38% 92.88% 92.80% 

Normalized 91.70% 92.98% 92.44% 93.08% 92.66% 

 

 

5.3.  The third experiment 

An English pre-trained corpus GloVe of 100 D was applied to the English cyberbullying dataset. The 

dataset was trained and tested with 256 batch size, 10 epochs, and splitting the dataset was into 80% for training 

and 20% for testing. Table 6 shows the accuracy of the tested dataset using different preprocessing and 

classifiers. 

 

 

Table 6. The accuracy of deep learning classifiers with English GloVe corpus 100D 
Dataset Preprocessing RNN LSTM BILSTM GRU BIGRU 

English Cyberbullying Dataset Original 90.50% 91.59% 92.32% 92.40% 92.19% 

Normalized 90.63% 92.27% 92.45% 92.50% 92.25% 

 

 

After the normalized process, the GRU classifier achieved the highest accuracy of 92.50% among the 

other classifiers, RNN, LSTM, BiLSTM, and BiGRU. The results show that the normalization process is 

essential when using the English dataset. There is a trade-off between increasing the corpus dimension and the 

accuracy of results. The Arabic corpus with 256 D outperforms other corpora. It doesn't need any dataset 

preprocessing. It is recommended with the GRU classifier. GloVe with 50 D, 100 D, and 200 D is evaluated 

in the second pre-trained corpus containing multiple languages. The 100D outperforms other dimensions when 

applied to the normalized Arabic and English datasets. The third corpus is English, with 100 D doesn't 

outperform the second pre-trained corpus that contains multiple languages. From the classifier's point of view, 

the GRU classifier outperforms other classifiers. 
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6. CONCLUSION 

Due to the spread of cyberbullying and the adverse effects that result from this phenomenon, it has 

become necessary to find appropriate solutions to detect cyberbullying through modern technologies in 

artificial intelligence. Current deep learning technologies (RNN, LSTM, BiLSTM, GRU, and BiGRU) are 

utilized on two datasets (The Arabic and English cyberbullying datasets). Three different pre-trained GloVe 

corpora (the Arabic pre-trained corpus GloVe of 256 D, pre-trained corpus GloVe, which contains multi-

languages with 50 D, 100 D and 200 D, and An English pre-trained corpus GloVe of 100D). The best results 

for the Arabic cyberbullying dataset were achieved using the GloVe of 256 D and GRU classifier applied to 

the original dataset, which was 87.83% compared with [12], which reached an accuracy of 84.03%. While the 

best result for the English cyberbullying datasets was 93.38% achieved when using GloVe 100 D and GRU 

classifier after the normalization process. 
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