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 When a business concentrates too much on acquiring new clients rather than 

retaining old ones, mistakes are sometimes made. Each customer has a 

different value. Customer lifetime value (CLV) is a metric used to assess long-

term customer value. Customer value is a key concern in any commercial 

endeavor. When there are variations in customer behavior, CLV forecasts the 

value of total customer income when the data distribution is not normal, and 

outliers are present. Robust M-estimation, a maximum likelihood type 

estimator, is used in this study to enhance CLV data. Through the 

minimization of the regression parameter from the residual value, robust M-

estimation eliminates data outliers in customer metric data. With an accuracy 

of 94.15%, R-square is used to gauge model performance. This research 

shows that CLV optimization can be used as a marketing and sales strategy 

by companies.  
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1. INTRODUCTION 

Due to the intricacy of the competition in today's market, innovations must be created to boost client 

happiness [1]. Businesses frequently make the error of putting too much emphasis on acquiring new clients 

rather than providing for existing ones. In order to ensure economic value, modern power systems must 

comprehend real-time, comprehensive, and quick operating system operations through analysis and trend 

prediction [2]. 

Companies need measuring equipment to evaluate the effectiveness of business initiatives and how 

the company is positioned with customers [3]. Customer lifetime value (CLV) is a metric for the total revenue 

an organization anticipates receiving from a single customer. This metric displays a customer's value to a 

company based on each purchase they have made since the initial one [4]. When generating data to monitor 

business growth and make important sustainable business decisions, CLV measurement takes into account 

consumer purchasing behavior and patterns [5]. 

According to benefit segmentation, this study tries to evaluate clients from each segmentation. The 

fundamental components of CLV estimates include customer lifetime value analysis. For the company's 

marketing strategy to be effective, each segment has specific requirements that must be met by the appropriate 

marketing plans and initiatives [6], [7]. 

Real-life optimization issues involve uncertain data. Data can be incorrect or random by nature. Lack 

of understanding of model parameters, such as uncertain demand in model supply, or mistakes in the 

implementation of solutions in real-world situations, are causes of measurement/estimation data errors [8]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Outliers are caused by the extensive complexity of client data. By examining the CLV data for outliers, 

optimization is carried out [9]. With robust regression, when the final model incorporates estimates, outlier 

data can be handled. The capacity of the estimator to endure disruptions is what is meant by the crucial 

estimation performance index robust [10]. The article suggests a robust M-estimate approach to optimize CLV 

based on sampling in order to solve this issue by improving the overall state estimation accuracy by correctly 

changing the robustness [11]. 

 

 

2. METHODS 

Data is provided by e-metrics merchants. The research is conducted in stages, beginning with an 

analysis of business needs by looking at objects, market needs, customer needs, and business goals. The data 

is also processed by calculating the CLV [12]. The information is separated into training and testing data. 

Training and testing data is shared between 70% and 30%. Where the training data is utilized to develop and 

train a regression prediction model using robust M-estimation. This method will evaluate the training model's 

performance at work and generate predictions in order to construct a robust regression model against outliers. 

Meanwhile, data testing is used to assess the capacity of the previously developed robust regression model to 

predict data outside of the training data. Robust M-estimation from outlier data on CLV is used for 

optimization. Figure 1 depicts the steps for resolving the problem.  

 

 

 
 

Figure 1. State of the art 

 

 

2.1.  Customers lifetime value 

CLV considers retention time, or the period of customer interaction with the business [13]. Customers 

who make repeat purchases of products over time have a higher value than customers who make one-time 

purchases [14]. In (1) and (2), the basic formula for calculating CLV is given [15].  

 

𝐶𝐿𝑉𝑎,𝑏 = ∑
𝑝𝑟𝑜𝑓𝑖𝑡𝑎,𝑏

1+𝑥)𝑏
𝐵
𝑎=0  (1) 

 

𝐶𝐿𝑉𝑎=1 = ∑
𝑅𝑒𝑣𝑒𝑛𝑢𝑒𝑎,𝑏

(1+𝑥)𝑎
𝐵
𝑎=1 − ∑

𝐶𝑜𝑠𝑡𝑎,𝑏

(1+𝑥)𝑎
𝐵
𝑎=1  (2) 

 

A customer's average purchase value represents the average amount of money a customer spends on 

each purchase, which can be calculated by dividing total revenue by the number of purchases. The number of 

repeat purchases can be calculated by dividing the total number of purchases by the number of unique 

customers, and the average customer age is measured by analyzing historical customer data to determine the 

duration of a customer relationship. These findings define potential customer value as the profit expected from 

specific customers when using additional services, as shown in (3) [16].  

 

𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑉𝑎𝑙𝑢𝑒 =  ∑ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑝𝑗 × 𝑝𝑟𝑜𝑓𝑖𝑡𝑝𝑗
𝑥
𝑎−1  (3) 
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2.2.  Robust M- estimation 

Outliers are data that deviate from the norm. Outlier was detected using the difference in fitted value 

(DFFITS') which can be seen in the stages below [17],  

− Create a regression model: begin by fitting the linear regression regression model to the data.  

− Calculate DFFITS: after fitting the model, compute the DFFITS statistic for each observation. DFFITS 

tracks changes in anticipated value. 

− Establish a DFFITS statistical criterion to identify outliers. Observations with DFFITS values that surpass 

this limit are considered outliers.  

− Outlier detection: compare the DFFITS value for each observation to a threshold. Mark the applicable 

observation as a potential outlier if the DFFITS value exceeds the threshold. 

In (4) and (5) show the formula for determining DFFITS. 

 

𝐷𝐹𝐹𝐼𝑇𝑆𝑖 = 𝑎𝑖√
𝑏𝑖𝑖

1−𝑏𝑖𝑖
 (4) 

 

𝑏𝑖𝑖 = 𝑟𝑖
′(𝑅′𝑅)−1𝑟𝑖  (5) 

 

The dependent variable's value is determined by patterns or events in the independent variable; values 

range from negative to positive numbers. As a result, this process generates a model with target values of 0  

and 1. The graphical method is used in this study to determine whether the model violates any of its classical 

assumptions [18]. In order to determine the relationship between the dependent variables, a regression analysis 

was performed, which included a systematic calculation of the data [19]. The regression analysis results are 

the regression models with the highest accuracy when used to explain data trends. It is evident in (6) [20].  

 

𝑅𝑎 = 𝛽𝑐 + 𝛽𝑎𝛽𝑎 + 𝛽𝑝𝑋𝑝 + 𝑒 (6) 

 

𝑅𝑎  = Dependent variable 

𝛽𝑐  𝑑𝑎𝑛 𝛽𝑎 = Parameter estimation function 

𝑋𝑝  = Independent variable 

𝑒  = Error value 

 

By minimizing the regression parameter from the residual value, this study employs M-estimation 

robust regression (Maximum likelihood type estimator) to robustly address outlier data on merchant customer 

e-metric data. The steps for measuring robust M-estimation are,  

robust M-estimation measures,  

− Mean absolute deviation (MAD) calculation is the average absolute deviation in a data center. 

− The value is compared to the initial residual value to determine the new residual value. 

− Add the initial estimated value to the new residual value to get the new estimated value. 

− Rerun the regression analysis with the new estimated value as the dependent variable. 

− Repeat until the iterations have reached a point of convergence. 

As shown in (7) [21]–[24].  

 

𝛽𝑠 = ∑ 𝑝𝑥
𝑖=𝑥 (𝑒𝑖) (7) 

 

𝛽𝑠  = Regression coefficient 

𝑝  = Parameter 

𝑒𝑖 = Residual 

 

 

3. RESULTS AND DISCUSSION  

3.1.  Understanding of business to customers 

Consumer behavior is the study of how people, groups and organizations select, buy, use and dispose 

of goods, services, ideas or experiences to meet needs and wants. Consumer behavior can change over time as 

consumers' needs and desires become more diverse and keep up with the times. Can be seen in Figure 2. 

Customers' perspectives on the decision-making lifecycle differ from how companies design acquisition-

centric initiatives; efforts are made to select analytical techniques and align lifecycle programs with how 

customers make decisions [25]. 
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Figure 1. Customer side view 

 

 

3.2.  Data preparing customers lifetime value 

This stage consists of four steps: data reduction, feature selection, data transformation, and data 

normalization. The date of the last purchase, calculating customer purchases, total income from customers for 

one year, and calculating product items purchased by customers are all features [26], [27]. The final feature is 

based on the opinion of an expert. Tables 1-3 shows process data.  

 

3.3.  Optimization robust M-estimation 

The size of the DFFITS value determines detection optimization. DFFITS is used to calculate the fit 

value of an i-th observation on the regression model. In (4) and (5) are utilized with observational values of 

11, 13, 17, 23, 35 based on Tables 2 and 3. Table 4 shows the magnitude of the DFFITS value.  

 

 

Table 1. Data preparing 
Preliminary Data Process Data 

Type Data Number Customer 
Type Transaction Frequency 

Type Customers Behaviour 

Total Spending Calculate Costs 
Total Income Count Purchase 

 

 

Table 2. Customer segmentation based on CLV calculations 
Data Number Customer Frequency Behaviour Calculate Costs Count Purchase 

A1 234 36.897 67.383 2.97 5637.83 
A2 124 56.862 11.537 1.67 2511.12 

A3 112 12.638 324.77 34.67 3638.26 

A4 342 63.738 52.729 22.43 5373.89 
A5 135 66.353 112.73 112.64 3441.63 

 

 

Table 3. Estimating CLV value 

Data 
Percent of 

customers 

Number 

Customer 
Frequency Behaviour 

Calculate 

Costs 

Count 

Purchase 

CLV 

Value 

A1 17 234 36.897 67.383 2.97 5637.83 0.6788 

A2 15 124 56.862 11.537 1.67 2511.12 0.7899 

A3 10 112 12.638 324.77 34.67 3638.26 0.3245 
A4 19 342 63.738 52.729 22.43 5373.89 0.5678 

A5 16 135 66.353 112.73 112.64 3441.63 0.2134 

 

 

Table 4. Data observation DFFITS 
Observation 𝐷𝐹𝐹𝐼𝑇𝑆𝑖 

11 2.146 
13 1.764 

17 1.567 

23 0.637 
35 1.685 
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Robust visualizes outliers and results after applying robust regression based on outlier tests [28]. Can 

be seen in Figure 3, where the outlier test is used to identify and evaluate the presence of outliers in the data 

set. Outliers are indicated by data points that deviate significantly from most of the data and have a 

disproportionate impact on analysis and modeling. Figure 3(a) focuses on the linearity test plot and shows that 

there are violations of the classical assumptions, outliers, and the regression model does not fit the data, it is 

shown that the data points are displayed far from and not parallel to the lines and diagonal lines, there are non-

constant patterns in plots. Then, after M-estimation is applied, Figure 3(b) it can be seen that outliers are not 

detected, so the model is declared Robust to the outlier data and Fit to the data. In this case, a robust M-

estimation system will make comparisons with a minimum of 80 transactions. Starting with the input values 

based on (6) and (7).  

 

− R1=100000 and R2=100  

𝛽0=- 1.7848598e-01; 𝛽1=6.486588e-07; dan 𝛽2 = -6.486373e-07.  

y = -1.7848598e-01+ (6.486588e-07*100000) + (-6.486373e-07*100) 

y = -1.7848598e-01+ 0.006486588 + -0.06486373  

y = -1.67E-01  

 

− R1=200000 and R2=200  

y = -1.7848598e-01+ (6.486588e-07*200000) + (-6.486373e-07*200)  

y = -1.7848598e-01+ 0.065547 + -0.1283746  

y = -2.26E-01  

 

− R1=300000 and R2 =300  

y = -1.7848598e-01+ (6.486588e-07*300000) + (-6.486373e-07*300)  

y = -1.7848598e-01+ 0.05437263 + -0.2847758  

y = -4.14E-01  

 

− R1=500000 and R2 =500  

y = -1.7848598e-01+ (6.486588e-07*500000) + (-6.486373e-07*500)  

y = -1.7848598e-01+ 0.0636889 + -0.63763823  

y = -5.46E-01 

 

 

  
(a) (b) 

 

Figure 3. Outliers test, (a) Linearity test and (b) Outlier detection 

 

 

3.4.  Validation 

To construct an appropriate model, robust regression functions must be used to determine the 

relationship between the dependent variable and the independent variable without ignoring outliers. As a result, 

the value of the dependent variable (Y) is determined by patterns or events in the independent variable (X), 

allowing its development to range from negative to positive numbers. Validation employs R-Squared, which 

indicates how much the independent variable (exogenous) influences the dependent variable (endogenous) by 
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measuring the influence of specific latent independent factors on the latent dependent variable. R-Squared has 

a value between 0 and 1, with the closer to one, the better [29]. 

 

𝑅2 = 1 −
𝑆 𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛

𝑆 𝑇𝑜𝑡𝑎𝑙
 (8) 

 

𝑅2 = 1 −
∑(𝑥𝑖−𝑥𝑖)2

∑(𝑥𝑖−𝑥)2  (9) 

 

= 1 −  
8

83468340
= 1 − 0.0584472 = 0.9415528 × 100% = 94.15%  

 

Because the R-Squared value is close to one 1, the model is considered good. In contrast, if the R-

Squared value approaches zero 0, the model becomes weaker [30]. Based on validation results, Figure 4 depicts 

the validation of the robust M-estimation optimization model, where the results are comparable 1. Shown in 

Figure 4(a), purchase frequency (blue): How often customers make purchases tends to have a higher CLV 

compared to those who make purchases occasionally. Average order value (green): The average amount a 

customer spends per transaction tends to provide more value. Retention rate (red): The ability to retain a 

customer over a period of time, which can reduce churn and promote repeat purchases, tends to have a higher 

CLV. Market conditions and competitive landscape (black): External factors such as market conditions and 

competitive landscape can influence customer behavior, and consequently, changes in economic conditions, 

industry trends, or the entry of new competitors can impact customer loyalty and spending patterns.  

Figure 4(b), retention rate (red) Market conditions and the competitive landscape (black) have a greater 

influence.  

 

 

  
(a) (b) 

 

Figure 4. Validation models, (a) Behavior category and (b) Impact 

 

 

4. CONCLUSION 

Customers lifetime value depicts the customer's worth to the company based on their first purchase. 

CLV measurement takes into account purchasing behavior and patterns and is dependent on the company's 

ability to conduct the analysis. CLV was optimized using robust M-estimation, and the results were 94.15% 

with an R-Squared close to 1, indicating that the model was good. CLV can assist businesses in implementing 

strategies to make customers last longer based on the results obtained. 
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