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 Many industries have made widespread use of the handwittern signature 

verification system, including banking, education, legal proceedings, and 

criminal investigation, in which verification and identification are absolutely 

necessary. In this research, we have developed an accurate offline signature 

verification model that can be used in a writer-independent scenario. First, the 

handwitten signature images went through four preprocessing stages in order 

to be suitable for finding the unique features. Then, three different types of 

features namely principal component analysis (PCA) as appearance-based 

features, gray-level co-occurrence matrix (GLCM) as texture-features, and 

fast Fourier transform (FFT) as frequency-features are extracted from 

signature images in order to build a hybrid feature vector for each image. 

Finally, to classify signature features, we have designed a proposed fast hyper 

deep neural network (FHDNN) architecture. Two different datasets are used 

to evaluate our model these are SigComp2011, and CEDAR datasets. The 

results collected demonstrate that the suggested model can operate with 

accuracy equal to 100%, outperforming several of its predecessors. In the 

terms of (precision, recall, and F-score) it gives a very good results for both 

datasets and exceeds (1.00, 0.487, and 0.655 respectively) on Sigcomp2011 

dataset and (1.00, 0.507, and 0.672 respectively) on CEDAR dataset. 
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1. INTRODUCTION 

One of the key developments in modern scientific study is the advancement of biometric verification 

techniques [1]. Meanwhile, it is well recognized that the present approaches to biometry [2]–[5] have a number 

of issues that restrict the range of their applicability. Typically, when high levels of security and authentication 

are necessary, biological and behavioral features are utilized. Biological features include the face, fingerprint, 

palm, iris, and retina, while behavioral features include signature and voice. In many areas of our lives, such 

as banks, educational institutions, attendance monitoring systems, and official document verification, where 

the need for authenticity is paramount, handwritten signature verification has become an integral aspect [6]. 

Based on the technique of acquisition, signatures are divided into offline and online signatures. Online 

signatures are obtained using digital devices like tablets or electronic pens that can capture real-time features 

as opposed to traditional pen and paper signatures (off-line), which are afterwards scanned as a digital file [7]. 

The process of deciding whether a signature is real or fake is known as signature verification, which is why it 

is described as a two-class problem. Signature verification phases are similar to identification phases, except 

in the classification phase, where its legitimacy to that class will be verified and the tested signature class will 

https://creativecommons.org/licenses/by-sa/4.0/
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be known [8]. The two basic approaches employed in the verification process are model-based verification and 

distance-based verification. In the model-based approach, models such as the convolutional neural network 

(CNN), hidden Markov model (HMM), and support vector machine (SVM) are created to represent the 

distribution of data. While in the distance-based method, dynamic time wrapping (DTW) compares the test 

signature with the reference signature using distance measures [9]. The major aim of this work is the 

development of an accurate writer-independent off-line signature verification model that protects from 

unexpected forgery with a small error rate. Finding more effective and relevant hybrid features to represent the 

handwritten signature as well as building a robust classifier to train these features can help overcome this issue. 

The following succinct summary of contributions that try to address the research's primary issue and improve 

classification accuracy: 

− The proposed work extracts meaningful and perfect signature features based on fusion of appearance-based 

features, texture-based features, and frequency-based features. 

− Using a new fast hyper deep neural networks (FHDNN) architecture to classify the extracted features. The 

proposed deep model achieves improvement in results compared with the previous approaches based on 

accuracy and equal error rate (EER) measures. 

− The system achieved great performance on it by using two types of datasets from the more popular 

challenge handwritten signature datasets without any data augmentation techniques. 

This research has the following framework: section 2 introduces recent research on signature verification 

systems. Section 3, explains the proposed model stages in details. In section 4, the findings and comments are 

covered. Section 5 contains the conclusions and recommendations for future work. 

 

 

2. RELATED WORKS 

Many researchers have investigated the use of handwritten signatures to confirm identity and have 

developed processing techniques. One of the first research on signature verification was carried out in 1977. 

The research involved features that were taken from horizontal and vertical regions of each signature [10]. The 

researches then carried on. 

Banerjee et al. [11] created a language-invariant off-line signature verification approach. The 

modified signal of the signature image was used to extract 4 various kinds of features, including statistical, 

shape-based, similarity-based, and frequency-based features. A unique wrapper feature selection method built 

on the red deer algorithm has also been developed to minimize the feature dimension. The authentication and 

verification procedures were carried out with the Nave Bayes classifier.  

Ruiz et al. [12] used the Siamese neural networks to help solve the off-line handwritten signature 

verification. To enhance the number of samples and the diversity required for training deep neural networks, 3 

different kinds of synthetic data have been examined: the global public dataset of synthetic (GPDS-synthetic) 

dataset, compositional synthetic signature generation from shape primitives, and augmented data samples from 

the GAVAB dataset. Combining real and fake signatures for training led to the best verification outcomes. 

Tayeb et al. [13] suggested a method for validating written signatures on bank checks. In order to 

identify anomalies, this model used a convolutional neural network (CNN) to analyze the pixels in a signature 

image. The ability of a CNN to extract features helps speed up feature analysis and processing for signature 

verification. 

Hadjadj et al. [14] offered a method for determining whether a signature is authentic by using the 

textural information in the image of the signature. The local ternary patterns (LTP) and the orientated basic 

image features (oBIFs) are two textural descriptors that were utilized to describe the signature images. The 

distances between pairs of real and fake signatures were utilized to train SVM classifiers. Signature images 

were projected in feature space (a unique SVM for every single descriptor).  

Navid et al. [15] aimed to utilize convolutional neural networks (CNN) to automate the process of 

signature verification. This model was built on top of the VGG-19, a pre-trained convolutional neural network. 

Bhunia et al. [16] proposed a one-class support vector machines (SVMs) in order to create a writer-dependent 

signature verification method based on two distinct texture feature types, namely discrete wavelet and local 

quantized patterns (LQP) features, in order to generate two distinct authenticity scores for a given signature.  

Arisoy [6] proposed a writer-independent signature verification system based on one-shot learning. 

Siamese neural network was performed in order to recognize authentic signatures from fake ones.  All these 

works above are based mostly on deep learning neural networks to implement signature verification processes. 

In this paper, we present a new fast hyper deep neural network model based on hybrid features in order to 

verify handwritten signatures. 
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3. THE PROPOSED METHODOLOGY 

The objective of this study is the development of an accurate writer-independent off-line signature 

verification model that protects from unexpected forgery with small error rate. Basically, signature verification 

is categorized into three stages, beginning with signature images pre-processing, continuing with feature 

extraction, and ending up with a classification process. The off-line signature images are obtained from two 

famous signature datasets: SigComp2011 (composed of 937 signature images) [17] and CEDAR (composed 

of 2640 signature images) [18], which are divided into two classes: genuine and forged. To prepare the 

signatures for the verification stage, we first pre-process all training and test images. The images are converted 

to gray-scale, histogram equalized, blurred, and resized. Then, three feature extraction methods are applied to 

the processed images; these are: principal component analysis (PCA), fast fourier transform (FFT), and gray-

level co-occurrence matrix (GLCM) producing hybrid features. Lastly, the resultant hybrid feature vectors are 

entered into the new fast hyper deep neural network (FHDNN) architecture to be trained in order to use them 

later to classify the new features. Figure 1 shows the suggested procedure for verifiying signatures. 

 

 

 
 

Figure 1. The proposed signature verification procedure 

 

 

3.1.  Data acquisition stage 

For data acquisition, two different datasets are used. First, is the Dutch and Chinese subset of signature 

verification championship 2011dataset (SigComp2011) which are PNG images, scanned at 400 dpi, Red, Green 

and Blue (RGB) color with total number of signers of 74 for Dutch and Chinese and each signer has varying 

number of genuine and forged signatures creating 937 signatures. Second, is CEDAR dataset that consist of 55 

signers each has 24 genuine signatures and 24 forged signatures creating 2640 signature in total. All signatures 

were scanned at 300 dpi in grayscale and binarized using a gray-scale histogram. Table 1 shows samples of 

these datasets. 

 

3.2.  Data pre-processing stage 

Data preparing is a crucial stage in signature verification. The objective of this stage is to raise the 

quality of the signature images and prepare them for easy extraction of the distinctive features.  The following 

procedures are part of this pre-processing stage. 
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Table 1. Samples of handwritten signature images from SigComp2011 and CEDAR datasets 
 Sample 1 Sample 2 Sample 3 

SigComp2011 Chinese and Dutch 

   
CEDAR 

   

 

 

3.2.1. Gray-scale image 

The first step in signature pre-processing is to convert signature images format from the  

traditional RGB color format and 24-bit gray scale format to 8-bit gray-scale images using luminosity method. 

According to (1). 

 

𝐺𝑟𝑎𝑦 = (0.21 × 𝑅) + (0.72 × 𝐺) + (0.07 × 𝐵) (1) 

 

Because each pixel requires less data to be delivered in a grayscale image, utilizing this format will 

simplify the signature extraction procedure and speed up processing. As indicated in Table 2, the 256 possible 

shades of gray, that vary from black to white, are stored as an 8-bit integer representing the grayscale level. 

 

 

Table 2. Gray-scale conversion of signature images from SigComp2011 and CEDAR datasets 
 Sample 1 Sample 2 Sample 3 

SigComp2011 Chinese and Dutch 

  
 

CEDAR 

   

 

 

3.2.2. Histogram equalization (HE) 

Low contrast, caused by issues with lighting or an irregular distribution of image illumination, may 

affect some iconic images. Because of this, after converting signature images to grayscale, histogram 

equalization (HE) is applied on small regions of image. HE's main goal is to enhance the histogram distribution 

of intensities and boost the overall contrast of the image. This makes it possible for regions with less local 

contrast to acquire more contrast. This can be accomplished via histogram equalization by spreading the 

majority of frequent values for intensity equally [19]. After applying HE a heavy noise is shown hidden in the 

background of signature images in both datasets as shown in Table 3. Due to the restricted dynamic range that 

imaging sensors have, signature images taken by digital cameras in low light circumstances display minimal 

contrast in dark or bright parts. 

 

3.2.3. Gaussian blurring 

In order to clarify the signature from the noisy background, Gaussian blur filter of size 7*7 is used to 

blur the image. This filter will blur some details that were in the original image that were clear, enhancing the 

completed image in which the signature will stand out more than the background as presented in Table 4. 

Gaussian blur is a type of visual blurring that averages the pixels using the weight idea. According to the normal 

distribution, weights are supplied to each pixel [20], the following definition of (2) of Gaussian blur is provided. 

 

𝐺𝐵𝑝 = ∑ 𝐺𝜎 𝑞 ∈𝑆 ||𝑝 − 𝑞||𝐼𝑞  (2) 

 

3.2.4. Image resizing 

Finally, because some of the signature images in both datasets (SigComp2011 and CEDAR) are 

significantly larger or smaller than others, they were resized to 50*50 as shown in Table 5. Our deep learning 

model architecture and some of the feature extraction algorithms we used require signature images to be the 
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same size, whereas our raw collected images can be of varying sizes. We use bicubic interpolation as a resizing 

method, the bicubic interpolation estimates the pixels in the (i, j) positions using a sampling distance of 16 

adjacent pixels (4×4) [21] as shown in (3). 

 

fi,j=[W-1(SY)W0(SY)W1(SY) W2(SY)] 

(

 
 

fi-1,j-1 fi,j-1 fi+1,j-1 fi+2,j-1
fi-1,j        fi,j  fi+1,j fi+2,j

fi-1,j+1 fi,j+1 fi+1,j+1 fi+2,j+1
fi-1,j+2 fi,j+2 fi+1,j+2 fi+2,j+2)

 
 
[

W-1 (SX)

W0
W1
W 2

(SX)
(SX)

(SX)

]   (3) 

 

Where: 

 

W− 1(SX) =
−S3+2S2−S

2
  

W1(SX) =
−3S3+4S2+2

2
  

W2(SX) =
S3−S2

2
  

 

 

Table 3. Histogram equalized signature images from SigComp2011 and CEDAR datasets 
 Sample 1 Sample 2 Sample 3 

SigComp2011 Chinese and Dutch 

   
CEDAR 

   
 

 

Table 4. Gaussian blurred images from SigComp2011 and CEDAR datasets 
 Sample 1 Sample 2 Sample 3 

SigComp2011 Chinese 

and Dutch 

   
CEDAR 

   
 

 

Table 5. Resized signature images from SigComp2011 and CEDAR datasets 
 Sample 1 Sample 2 Sample 3 

SigComp2011 

Chinese and Dutch 

   
CEDAR 

   
 

 

3.3.  Feature extraction stage 

The input signature image is first processed by hybrid feature extraction technique that combines 

features extracted from three techniques these are PCA, FFT, and GLCM in order to find distinctive signature 

features. The input image is then transformed to a vector of geometric features. The shape of output feature 

vector is (106*1). 
 

3.3.1. Principal component analysis (PCA) 

A simple, non-parametric technique called PCA can be used to eliminate relevant information from 

large datasets and reduce the number of dimensions without sacrificing information [22]. It calculates the 

distance between two objects using the Euclidean distance concept. To discover the collection of projection 

vectors, the Eigensignature approach, based on principal component analysis (PCA), is employed [23]. In this 
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paper, we will use PCA as feature extractor to extract appearance-based signature features from each image 

based on Eigensignature method producing (50*1) feature vector which later will be combined with FFT and 

GLCM feature vectores. The signature image matrices in two dimensions will be converted into one dimension 

row vector. The Eigenvector, a signature code set, is created using the Eigensignature method, which extracts 

important information from a signature image. The signature database, which contains signature codes from 

earlier training, is then used to compare this signature code. The principal component is calculated as  

follows: First, the resized signature images are read and a training set of total M images is created in order to 

use them in computing the average mean. The input image is then subtracted from the average mean, as 

indicated in (4) [24]. 

 

∅𝑖 = 𝑋�̅� − 𝑋 (4) 

 

After that, the covariance matrix is calculated according to (5) [23]. 

 

C = 1/𝑀∑ ∅𝑛
𝑚
𝑛−1 ∅𝑛 (5) 

 

Most effective Eigen values are sorted and selected after computing the covariance matrix's Eigenvalues and 

Eigenvectors. A collection of Eigenvectors' highest Eigenvalues are picked. The training samples are projected 

onto Eigenimages to obtain feature space. 

 

3.3.2. Gray-level co-occurrence matrix (GLCM) 

An excellent technique for extracting texture information is the gray level co-occurrence matrix 

(GLCM). In 1973, Haralick proposed this strategy with the aid of a research team [25]. The GLCM is organized 

as a two-dimensional, dimensionless histogram with pairs of pixels separated by their spatial relationship. 

Analyzing a collection of co-occurrence matrices is often how the issue with texture discrimination is 

approached. It uses a statistical method that includes a raw and column index. The values of P (i, j) at specific 

positions describe how frequently gray levels i and j occur at a particular distance and in a particular direction 

[26]. The indexed data correspond to the specified range of image data. Utilizing the vector d, which is 

displaced by the radius δ and direction θ, the GLCM is computed. Based on image representation, Haralick 

used GLCM to extract 13 texture features [27]. 

We have used 6 GLCM features namely contrast, energy, homogeneity, entropy, mean, and inverse 

producing (6*1) GLCM feature vector. And the GLCM matrix was created with 256 levels, radius=1 and in 

the horizontal direction. 

− Contrast: is a measurement of local differences or intensity at the grayscale level. Over the entire image, it 

measures the variations between the pixel point and its neighbors. According to one theory, a high-contrast 

image has more tones at either end of the spectrum than a low-contrast image, which has a smoother range 

of gray tones (black and white). In (6) displays the key formula utilized in contrast calculations: 

 

Contrast = ∑  𝑃𝑖�̃� (𝑖 − 𝑗)
2𝑁−1

𝑖,𝑗=0
 (6) 

 

where �̃� is the estimated probability of the groups of pairs of surrounding gray-levels in the image and N 

is the overall number of gray-levels employed (the GLCM dimensions) [28]. 

− Energy: is a metric of similarity or angular second momentum (ASM), which evaluates the consistency of 

the textural representation, or the repeating of pixel pairs, as illustrated in (7). It is in charge of identifying 

texture disorders. Energy can reach a maximum value of 1 [29]. 

 

Energy = ∑ (𝑝𝑖𝑗)̃
2𝑁−1

𝑖,𝑗=0
  (7) 

 

− Entropy: this is typically categorized as an initial measure of the level of chaos in an image, is another 

crucial GLCM property to distinguish an image texture. In (8) can be used to quickly calculate the GLCM 

derived entropy from the GLCM elements [26], which is inversely proportional to GLCM energy. 

 

Entropy = −∑ 𝑃𝑖 𝑗 log 𝑃𝑖 𝑗
𝑁−1

𝑖,𝑗=0
 (8) 

 

− Homogeneity: is also called inverse difference moment (IDM). The GLCM's diagonal elements with high 

values indicate that the visual texture is highly homogeneous. The homogeneity is greatest when the image 

pixel values are same [29]. Due to the GLCM's large yet adverse relationship between contrast and 
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homogeneity, homogeneity decreases as contrast increases while being constant in energy [29]. The IDM 

is shown in (9). 

 

𝐼𝐷𝑀 =∑
�̃�𝑖 𝑗

1+(𝑖−𝑗)2

𝑁−1

𝑖,𝑗=0
 (9) 

 

− Mean: compared to other GLCM textural features, it seems to be the best way to measure GLCM texture. 

The GLCM Mean is not simply the total of all the original values of pixels in the image window; instead, 

it is numerically equal to the GLCM dissimilarity, in which each pixel is valued by its frequency of 

appearance and a specific neighboring pixels [30] as shown in (10). 

 

𝑢𝑖 =∑ 𝑖 �̃�𝑖 𝑗
𝑁−1

𝑖,𝑗=0
    𝑢𝑗 =∑ 𝑗 �̃�𝑖 𝑗

𝑁−1

𝑖,𝑗=0
 (10) 

 

− Inverse: the last feature we use is inverse and is shown in (11). 

 

𝐼𝑛𝑣𝑒𝑟𝑠𝑒 =∑
�̃�𝑖 𝑗

(𝑖−𝑗)2

𝑁−1

𝑖,𝑗=0
 (11) 

 

3.3.3. Fast Fourier transform (FFT) 

The FFT method, considered an efficient illustration of the discrete Fourier transform (DFT), works 

by transforming information from the time domain to the frequency domain. The spatial frequency of each 

object in the remote sensing image is unique. The shape, structure, texture, and other properties of various 

things can be efficiently reflected in their frequency spectrum energy [31]. In this paper, we will use FFT as 

feature extractor to extract frequency features from signature images prodcusing (50*1) feature vector. First, 

the FFT of a 2D signature image is calculated using (12) and (13), and is shown in Table 6. 

 

f(x, y) = ∑   ∑ 𝑓(𝑚, 𝑛)𝑒
−(𝑖×𝑥×𝜋(𝑥 

𝑚

𝑀
+
𝑛

𝑁
))𝑁−1

𝑁=0
𝑀−1
𝑀=0  (12) 

 

f(x, y) =
1

𝑀.𝑁
∑   ∑ 𝑓(𝑚, 𝑛)𝑒

−(𝑖×𝑥×𝜋(𝑥 
𝑚

𝑀
+
𝑛

𝑁
))𝑁−1

𝑁=0
𝑀−1
𝑀=0  (13) 

 

 

Table 6. The frequency spectral of the signature images 
 SigComp2011 Chinese SigComp2011 Chinese CEDAR 

Signature image 

   
Frequency signature image 

   

 

 

The pixel at location (m, n) is represented by f(m, n), while F(x, y) is the function to represent the 

image in the frequency domain with respect to position x and y, M × N indicates the image's dimension, and i 

is sqrt (-1). Then, we apply vector quantization on spectral signature images to convert it to feature vector. 

Finally, the PCA (50*1) feature vector, GLCM (6*1) feature vector and FFT (50*1) feature vector are 

combined producing (106*1) signature feature vector. 

 

3.4.  Classification stage 

In this stage, classification processes are implemented by the proposed FHDNN. The proposed 

model's primary goal is to categorize the hybrid features that were derived from the earlier stage to establish if 

the signature is authentic or not. The proposed model built with 31 layers, nine of them were convolutional 

layers (with filters equal to 16, 32, 64, 128, 256, 512, and 35  respectively), eight max-pooling 1D layers, nine 

Leaky-ReLU 1D layers, four dense 1D layers and one flatten layer. Figure 2 shows the proposed model 

architecture. Since the input layer is 1D feature vector of size (106*1), all layers with their parameters are build 

as1D instead of 2D layers. Because of the straightforward and small arrangement of one-dimension layers, 

these layers have a low computing need, making real-time and inexpensive hardware implementation possible.  
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The proposed model is trained with 64 batches, 100 epochs, and a learning rate of 0.001. Our model design 

uses the adaptive momentum (Adam) optimizer, which has a learning rate of 0.001. 

 

 

 
 

Figure 2. The proposed fast hyper model (FHDNN) architecture 

 

 

A customized form of two-dimensional CNNs called one-dimensional convolutional neural networks 

(1D CNNs) is used with kernel of size 3, padding value equal to 1 (to give the kernel extra space to cover the 

vector, padding is applied to the feature vector's frame), and stride of 1 that modifies the amount of movement 

over the feature vector in which the filter will move one unit, at a time. Leaky rectified linear units (Leaky 

ReLU) function, a non-linear activation function, is applied after the CNN layers. When compared to 

conventional activation functions, the Leaky ReLU function has the ability to speed up the training of deep 

neural networks. Another reason for applying Leaky ReLU is because we have a large number of features with 

high negative values and the Leaky ReLU has small slop for negative values.  A new pooling layer is added 

after the Leaky ReLU layers. The Max-Pooling method is used; the maximum output can be obtained. For 1D 

temporal data, the maximum value over the window determined by the pool size is used to downsample the 

input representation. The window is moved a little distance. When the "valid" padding option is used, the 

output has the shape: output shape= (input shape-pool size+1)/strides. In order to take the output of the 

preceding layers, "flatten" them, and create a single vector that can be an input for the following stage, one 

flattens layer is added.  Three dense layers are used before the flatten layer with linear activation function and 

works as feature collector, and one dense layer used after the flatten layer with softmax activation function and 
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used as classifier of the resulted vectors. The dense layer's stated number of neurons will have an impact on 

the output shape. Dense layer carries out the action: activation (dot (input, kernel) +bias) is equal to output, 

Table 7 summarized all the layers of the proposed hyper deep model. 

 

 

Table 7. Layers Summary of the proposed fast hyper deep model (FHDNN) 
Layer Filters Parameters 

Conv1D 16 Stride=1; Kernal-size=3 
Max-pooling 16 Stride=1; Pool size=1 

Conv1D 32 Stride=1; Kernal-size=3 

Max-pooling 32 Stride=1; Pool size=1 
Conv1D 32 Stride=1; Kernal-size=3 

Max-pooling 32 Stride=1; Pool size=1 

Dense 32 Linear Activation Function 
Conv1D 64 Stride=1; Kernal-size=3 

Max-pooling 64 Stride=1; Pool size=1 

Conv1D 64 Stride=1; Kernal-size=3 
Max-pooling 64 Stride=1; Pool size=1 

Conv1D 128 Stride=1; Kernal-size=3 

Max-pooling 128 Stride=1; Pool size=1 
Dense 128 Linear activation function 

Conv1D 256 Stride=1; Kernal-size=3 

Max-pooling 256 Stride=1; Pool size=1 
Dense 512 Linear activation function 

Conv1D 512 Stride=1; Kernal-size=3 

Max-pooling 512 Stride=1; Pool size=1 
Conv1D 35 Stride=1; Kernal-size=3 

Flatten  None 

Dense  SoftMax activation function 

 

 

4. RESULTS AND DISCUSSION 

The experimental results are presented in this section from using our technique on two different 

datasets of handwritten signatures. Additionally, the system's outcomes are compared with state-of-art methods 

that utilize and incorporate the same datasets. A learning rate of 0.001 is used to train the suggested hyper 

model, epochs of 100, and 64 batch sizes. The overall number of parameters obtained from our model is equal 

to (1,142,613). 

The two datasets are used separately to compare the effectiveness and performance of our suggested 

approach with different approaches, these are: SigComp2011, which is considered a more challenging as it 

contains Chinese and Dutch signatures, and the popular CEDAR dataset. We divide the datasets randomly into 

training (70%) and test (30%) partitions. Five performance metrics-accuracy, precision, recall, F-score, and 

loss metrics-are used to evaluate the efficacy of our proposed methodology. According to (14), the percentage 

of true positive and true negative categorized points to all total points is known as accuracy. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (14) 

 

Where TP, TN, FP, and FN stand for the corresponding true positive, true negative, false positive, and false 

negative results. In (15) defines F1-score as the harmonic mean of precision and recall. In (16) and (17) 

illustrate precision and recall. 

 

𝐹1𝑆𝑐𝑜𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (15) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (16) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (17) 

 

In case of the SigComp2011 dataset, when our method is compared to other state-of-the-art methods 

utilizing accuracy and EER on the Dutch and Chinese SigComp2011 dataset, it is evident that our method 

outperforms them, with accuracy value of 100% and EER of 0.0 as presented in Table 8. The suggested strategy 

has improved accuracy metrics with a growing range of (24.02%) compared to (Ismail Hadjadj (2019) Chinese 

[13]) that achives an accuracy of 75.98%. 
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Table 8. Compares the outcomes of our model using the SigComp2011 dataset with those of other systems 
Method Accuracy EER 

Arisoy (2021) [6] 90.11% - 
Banerjee et al. (2021) Dutch [11] 

Banerjee et al. (2021) Chinese [11] 

99.28% 

99.12% 

0.03 

0.06 

Ruiz et al. (2020) [12] 99.44% 3.93 
Tayeb et al. (2017) [13] 98.8% - 

Hadjadj et al. (2019) Dutch [14] 

Hadjadj et al. (2019) Chinese [14] 

97.74% 

75.98% 

- 

- 
Cozzens et al. (2018) Dutch [32] 84.74% - 

Solar et al. (2020) Dutch [33] 99.44% 0.03 

Alvarez et al. (2016) Dutch [34] 
Alvarez et al. (2016) Chinese [34] 

97.00% 
95.00% 

- 
- 

Kao and Wen (2020) Dutch [35] 98.96% - 

Proposed method 100% 0.0 

 
 

In addition to the two public datasets that we used, our model was also tested with a private dataset 

we collected from 31 signers, with 12 signature images for each signer as shown in Table 9. Every image has 

a signature made with a red, blue, or black pen. The results show an accuracy of 99.33% on this dataset. 
 

 

Table 9. Samples of collected handwitten signatures for testing our model 
 Sample 1 Sample 2 Sample 3 

Collected handwirtten 

shignatures 

   
Gray-scale signatures 

   
Histogram equilization 

signatures 

   
Gaussian blured 

signatures 

   
Resized signatures 

   
 
 

Table 10 compares the outcomes from our model's use of the CEDAR dataset with several novel 

techniques. Our model gets better results and exceeded the pre-trained models when it comes to both accuracy 

and EER as shown in Figure 3. The small EER value indicates better performance. However, in our case, EER 

is equal to 0.0, which means that the proportion of misclassified genuine signatures and the proportion of 

misclassified fake signatures are almost the same as shown in (18), and this is due to the datasets we used. In 

practical applications EER should be near to zero. 

 

𝐸𝐸𝑅 =
𝐹𝐴𝑅+𝐹𝑅𝑅

2
 (18) 

 

Where FAR is false accept rate and FRR is false reject rate. 

The proposed model is used with features extracted from PCA, GLCM, and FFT which lead to finding 

the best results of (precision, recall, F-measure), Table 11 shows the proposed system results on SigComp2011 

and CEDAR datasets. In term of speed, our model achieves great results in training each dataset on hp laptop 

with processor (11th Gen Intel(R) Core (TM) i7-1195G7 @ 2.90GHz 2.92 GHz), RAM size 16.0 GB, the 

screen card is NVIDIA GeForce MX350 and the operating system is windows10. For SigComp2011, each 

epoch in the proposed model executed within 6 sec that make the total training time is approximately 10 

minutes, while for CEADAR dataset each epoch is executed in about 18 sec and that make the total training 

time 30 minute, and when we compare these results with the VGG16 and VGG19 models that were applied to 

the same datasets, it appeared that the suggested model outperformed the previous models in relation to speed  

as shown in Table 12. We also compared the accuracy and loss of our model with VGG16 model as shown in 

Table13. Our model overcomes the pre-trained model. 

https://www.semanticscholar.org/author/B.-Cozzens/2060185
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Table 10. Compares the outcomes of our model using the CEDAR dataset with those of other systems 
Method Accuracy EER 

Banerjee et al. (2021) [11] 99.36% 0.01 
Hadjadj et al. (2017) [13] 97.99% - 

Navid et al. (2019) [15] 88% - 

Bhunia et al. (2019) [16] - 7.59 
Solar et al. (2020) [33] 99.15% 4.91 

Nurullah Çalik et al. (2019) [36] 98.49% - 

Jampour and Naserasadi (2019) [37] 98.76% - 
Li Liu et al. (2021) [38] - 6.74 

Maruyama et al. (2021) [39] - 0.82 

Alsuhimat and Mohamad [40] 87.7% 11.40 
Kadhm et al. [41] 99.7% - 

Proposed Method 100% 0.0 

 
 

 
 

Figure 3. The accuracy obtained from our model on SigComp2011 and CEDAR dataset compared to 

other systems 
 

 

Table 11. The proposed model results of SigComp2011 and CEDAR datasets 
Dataset Precision Recall F-score Loss 

SigComp2011 1.00 0.487 0.655 0.00001011 

CEDAR 1.00 0.507 0.672 0.00000060849 

 

 

Table 12. Comparision between the proposed model and VGG16 and VGG19 in term of speed 
Method SigComp2011  

(speed for each epoch) 
CEDAR  

(speed for each epoch) 

VGG16 53 sec 179 sec 

VGG19 51 sec 91 sec 

The proposed model 6 sec 18 sec 

 

 

Table 13. The proposed model results of SigComp2011 and CEDAR compared with pre-trained model 
Method Accuracy Loss Dataset 

VGG16 49.85 
50.71 

8.17 
7.94 

SigComp2011 
CEDAR 

The proposed model 100.00 

100.00 

0.00001011 

0.00000060849 

SigComp2011 

CEDAR 

 

 

5. CONCLUSION 

This study provides a hybrid feature-based method for handwritten signature verification and a 

proposed fast hyper deep neural network (FHDNN) that is applicable for writer-independent scenario. So as to 

assess the efficiency and performance of our suggested model, we employ two well-known datasets; 

SigComp2011 and CEDAR. As initial stage we perform four pre-processing stages on them. Then, we use 

PCA, GLCM, and FFT as feature extraction methods to build hybrid feature vector for each image. After that, 

these features are inputted into a proposed model, the proposed model's primary goal is to categorize the hybrid 

features that were derived from the earlier stage to identify a false signature from an authentic one. This model 

was built with 31 layers; nine of them were convolutional layers, eight Max-pooling layers, nine Leaky-ReLU 

layers, four Dense layers and one Flatten layer. 

The suggested technique enhances the verification accuracy and outperforms the other previous 

modern techniques, with an accuracy value of 100% for both datasets and a speeding up the training time to 

about 10 minutes for the SigComp2011 dataset and 30 minutes for the CEDAR dataset. Additionally, it has a 
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high precision rate, which can be attributed to the model's architecture and the choice of effective signature 

features. 

In future work, we will collect handwritten signatures in Arabic language to evaluate the verification 

performance of the proposed model on different languages. Also, we will build a model that depends on both 

writer-dependent and writer-independent approaches.  Meanwhile, we'll keep investigating signature features 

to have the best verification effect with the least amount of training data. 
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