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 Road extraction is one of the stages in the map-making process, which has 

been done manually, takes a long time, and costs a lot. Deep Learning is 

used to speed up the road extraction process by performing binary semantic 

segmentation on the image. We propose DeepLab V3+ to produce road 

extraction from very high-resolution orthophoto for Indonesia study area, 

which poses many challenges, such as road obstruction by trees, clouds, 

building shadows, dense traffic, and similarities to rivers and rice fields. We 

compared the distribution of datasets to obtain the optimal performance of 

the DeepLab V3+ model in relation to the dataset. The results showed that 

dataset ratio of 75:10:15 resulted in mean Intersection Over Union (mIoU) 

of 0.92 and Dice Loss of 0.042. Visually, the results of road extraction are 

more accurate when compared to the results obtained from different 

distributions of the dataset. 
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1. INTRODUCTION  

Road extraction is an integral part of map making, which is used to aggregate pieces of information 

on maps. Road information on maps is widely used for transportation services, disaster navigation, urban 

planning, and distribution of goods [1], [2], [3]. So far, road extraction has only been carried out manually by 

a team of geodetic experts by connecting points with other points according to the actual situation. This 

causes the process to take a long time and be expensive [4]. The length of the process hinders updating the 

map of the earth surface, even though the map update must be carried out periodically according to the Law 

of the Republic of Indonesia No. 4 of 2011. 

Remote imaging technology is developing very rapidly and has produced very high-resolution 

images. Images taken perpendicular to the earth surface are called orthophotos [5]. Very high-resolution 

orthophotos with a spatial resolution of 5 cm show objects with extreme clarity, introducing new challenges 

in road extraction [6]. The difficulties of road extraction in very high-resolution orthophoto include road 

obstruction by trees, unclear images due to clouds, roads obstructed by building shadows, and road imaging 

obstruction due to the density of vehicles [7]. The color of the cross-section of rice fields, rivers, and roads at 

very high-resolution orthophoto causes frequent errors in road extraction. In addition, the path of crossroads 

design—which may be curve-shaped—on a very high-resolution orthophoto is quite challenging to extract. 

Indonesia is one of the developing countries in Southeast Asia, with a large land area consisting of 

rural and urban areas and considerable population growth [8]. Indonesia is located at the equator and has a lot 
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of clouds, rivers, rice fields, and vehicles that cause road extraction problems to be more complex than 

developed countries. The very high-resolution orthophoto used in this study came from Indonesia, which may 

differ from DeepGlobe, formerly used for the vanilla version of DeepLab V3+. 

Road extraction is accelerated semi-automatically by several studies. Kaili Yang arranges extracted 

pieces of roads one by one and then combines all of them to produce a complete road extraction, where each 

stage of the work uses various algorithms [9]. Cem proposes to detect the body and shape of the road and then 

connect them, utilizing graph theory [10]. Hamid Reza uses road boundary detection while performing 

classification using support vector machine (SVM) to generate road extraction [11]. However, parameter setting 

in semi-automatic road extraction is still done with human assistance. However, more novel studies apply deep 

learning (DL) for road extraction, reducing human involvement in road extraction. 

Numerous kinds of research on automatic road extraction using DL have been carried out, including 

the use of Deep Residual U-Net model [12], fully convolutional neural network (FCN) [13], multi-scale and 

multi-task deep learning (MSMT-RE) [14], D-Link Net [15], direction-aware residual network (DiResNet) [16], 

dual-branch encoder–decoder network (DBNet) [17], and Improved DeepLab V3 [18]. The model we propose 

to observe in this study is DeepLab V3+, intending to produce a better result of automatic road extraction from 

very high-resolution orthophoto taken in Indonesia. Evaluation matrix for performance measurement of this 

DeepLab V3+ model uses the mean Intersection of Union (mIoU) and Dice Loss. 

The paper is presented as follows: introductions, analysis (state) of the problem, materials and method, 

result and discussion, conclusion. In the introductions section, we explain the background of this study, 

primarily issues of road extraction in very high-resolution orthophoto, some DL studies related to road 

extraction that has been done in the past, and research objectives. In the problem analysis section, we explain 

the distribution of datasets used in this study and the contribution of this research. Materials and method section 

describes the study area, dataset, evaluation matrix and in-depth regarding DeepLab V3+ model. The results of 

the study and comments on the results are presented in the results and discussion section. In the Conclusion 

section, we summarize the results of the study and relate them to the aims and contributions of the research. In 

addition, we also explain the limitations of the study and future research opportunities. 

 

 

2. ANALYSIS (STATE) OF THE PROBLEM 

The datasets typically used in DL-based road extraction studies are open-access, such as DeepGlobe 

and massachusetts roads datasets. DeepGlobe dataset comes from the computer vision and pattern 

recognition (CVPR) 2018 road extraction sub-challenge, while Massachusetts Roads Dataset comes from 

Volodymir Minh Ph.D. thesis data [19]. The DeepGlobe dataset consists of 14,796 images and their labels, 

divided into training, validation, and test data, with a ratio of 84: 8.6: 7.4, respectively. Massachusetts Roads 

Dataset consists of 2,342 images and their labels divided into training, validation, and test data with a ratio of 

95: 1: 4.  

Studies using the DeepGlobe dataset to produce automatic road extraction include research using the 

FCN model conducted by Buslaev et al. [20], modified D-LinkNet with transfer learning by Zhang et al. 

[21], D-LinkNet conducted by Zhou et al. [15], as well as one conducted by Wei and Ji [17]. Similarly, 

Massachusetts Roads Dataset was also used in several automated road extraction studies, including that 

conducted by Zhang et al. [12], RoadCapsFPN by Guan et al. [6], FCN model by Zhang et al. [22], and 

Dense Refinement Residual Network proposed by Eerapu et al. [23]. Research using DeepGlobe and 

Massachusetts Roads Datasets to generate road extractions did not show any relationship between dataset 

distribution and model performance.  

Our research contributes as follows:  

i) We perform research on automatic road extraction from very high-resolution orthophoto taken in 

Indonesia, a developing country posing more complex road extraction problems.  

ii) This study compared the relationship between various dataset distributions used to train the Deeplab V3+ 

model to its accuracy.  

iii) The performance of the DeepLab V3+ model will be measured using the mean Intersection Over Union 

(mIoU) evaluation matrix and Dice Loss for each variation in the distribution of the dataset. The visualization 

of the results of road extraction is shown to represent road extraction challenges, such as: road images being 

obstructed by trees, clouds, dense settlements, and vehicles; similarities in cross-sectional shapes to rice 

fields and rivers; and shaping of the intersection which may be a sharp curvature. 

 

 

3. MATERIAL AND METHOD 

In this session, we will describe the research area, dataset distribution scenarios, evaluation matrix, 

and a detailed description of the Deeplab V3+ model. The study area shows rural and urban areas in 
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Indonesia. The model performance metrics used are IoU and Dice Loss. The Deeplab V3+ model developed 

in this research uses Resnet 50 as the encoder. 

 

3.1.  Study area 

The study area used in this research is from a part of Indonesia: Jatinangor and Sumedang districts. 

Based on the Indonesian statistical agency, the total area of Indonesia is 1,916,906.77 km2, while the area of 

Jatinangor District is 262 km2, and the area of Sumedang District is 1,559 km2. Jatinangor and Sumedang, 

our study regions, consist of urban and rural areas making up 0.094% of the territory of Indonesia. Figure 1 

depicts the area of study for this research. 

Jatinangor and Sumedang represent all the conditions stated in this study, including road obstruction 

by trees, building shadows, and clouds. In addition, many urban areas are crossed by vehicles—covering the 

road surface—and a curved intersection design. The rural regions of Jatinangor and Sumedang have many 

rice fields and rivers that introduce another challenge: similarity in shape and color in road extraction. 

 

 

 
 

Figure 1. The position of jatinangor and Sumedang in Indonesia. Source: the faculty of geodesy and 

geomatics engineering ITB 

 

 

3.2.  Dataset 

The dataset is in the form of very high-resolution orthophotos taken in Jatinangor and Sumedang, 

along with road masking images for these orthophotos. A team of experts in Geodesy Department at 

Bandung Institute of Technology (ITB) draws the road masks manually. We cut the original, high-resolution 

image and tiled it into smaller images, each 1024×1024 pixels in size, using Global Mapper software to 

obtain 15,950 images of orthophotos and their respective labels. 

The dataset used is divided into three parts: training data, validation data, and test data. Training and 

validation data are used during the training process to find the best parameters, while test data are used to test 

the model. The distribution of datasets is done manually with varying ratios, as shown in Table 1. We used a 

PC with NVIDIA GeForce RTX 2070 Super for training to process the large number of datasets. 

 

3.3.  Evaluation Matrix 

The evaluation matrix used to measure the performance of the DeepLab V3+ model in road 

extraction is mIoU and Dice Loss. The mean IoU indicates the similarity of the predicted results with the 

label; the more significant the mIoU value, the more similar the road extraction results compared to the actual 

condition. The amount of mIoU is calculated based on the intersection between prediction results and ground 

truth mask according to (1) [18]. The symbol i represents the actual class, while symbol j represents the 

predicted class, and Pij represents class i, which is predicted as class j [24]. Dice loss, also known as dice 

coefficient loss, is obtained by dividing the intersection of the predicted results and their labels with all the 
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existing pixels according to (2) [18]. K is a symbol for the actual value at a particular pixel, while L is a 

symbol for the predicted value at the same pixel. 

 

mIoU =  
1

𝑘+1
 ∑

𝑃𝑖𝑖

∑ 𝑃𝑖𝑗 + ∑ 𝑃𝑗𝑖 − 𝑃𝑖𝑖
𝑘
𝑗=0

𝑘
𝑗=0

𝑘
𝑖=0  (1) 

 

𝐷𝑖𝑐𝑒 𝐿𝑜𝑠𝑠 = 1 −  
2 |𝐾 ∩ 𝐿|

|𝐾|+ |𝐿|
 (2) 

 

Table 1. Variation of dataset ratio 
Ratio dataset (training data: 

validation data: test data) 
The sum of 
training data 

The sum of 
validation data 

The sum of 
testing data 

70: 10: 20 11.166 1.594 3.190 

75: 10: 15 11.962 1.594 2.394 
80: 10: 10 12.762 1.594 1.594 

85: 10: 5 13.558 1.594 798 

87: 10: 3 13.878 1.594 478 

 

 

3.4.  Method 

The DL model used in our research is DeepLab V3+ which Liang-Chieh Chen developed in several 

versions. DeepLab V1 is the base version of DeepLab [25]. DeepLab V2 improves the former by adding 

atrous spatial pyramid pooling (ASPP) on the output side [26]. DeepLab V3+ consists of an encoder and a 

decoder. The encoder generates a feature map, and there is concatenation to produce deep semantic features 

and shallow feature details. The backbone encoder used is ResNet 50. 

Figure 2 shows the architecture of Deeplab v3+. The atrous spatial pyramid pooling (ASPP) module 

employed in DeepLab V3+ consists of 1×1 convolutions to reduce the dimensions of the number of channels 

and 3×3 convolutions with hole rates of 6, 12, and 18 [18]. We set the hyperparameters for this research: the 

number of epochs 7, batch size 2, learning rate 0.00008, and adam as the optimizer. 

 

 

 
 

Figure 2. DeepLab V3+ architecture 

 

 

4. RESULTS AND DISCUSSION 

The results of the road extraction using the Deeplab V3+ model were evaluated visually and 

qualitatively. Visually, several orthophotos will be displayed with different dataset comparisons. Qualitative 

evaluation can be seen from the Mean IoU and Mean Dice Loss values. Visualization and qualitative 

evaluation are in the section 4.1 and 4.2. 

 

4.1.  Quantitative evaluation 

The performance of the DeepLab V3+ model is shown in Table 2, which shows the mIoU and Dice 

Loss values for each dataset distribution. In dataset variation (75:10:15), a higher mIoU value and a small 

mean Dice Loss value are obtained compared to other dataset settings. A higher mIoU value indicates a 

higher predictive similarity value to the actual value, while a small Dice Loss value indicates a small error 

value in the road extraction. Therefore, the best DeepLab V3+ model is generated when the dataset is divided 
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in a ratio of 75: 10: 15. Regarding the worse results in other distribution variations of datasets, we conclude 

that this is due to underfitting and overfitting in the model. 

 

 

Table 2. DeepLab V3+ model performance evaluation matrix 
Ratio Dataset (Training Data: Validation Data: Test Data) Mean IoU Mean Dice Loss 

70: 10: 20 0.8426 0.0924 

75: 10: 15 0.9228 0.0424 
80: 10: 10 0.9061 0.0527 

85: 10: 5 0.9079 0.0511 

87: 10: 3 0.9082 0.0516 

 

 

4.2.  Visual evaluation 

Figure 3 shows the visualization of road extraction results from each dataset distribution. Figure 3 

shows the visualization of the road extraction results from each dataset distribution under various conditions. 

There are seven orthophotos used in the visualization of road extraction results. Orthophoto number one 

shows the condition of the road covered by trees, number two shows areas with dense settlements, number 

three shows rice fields, number four shows areas with dense vehicles, number five shows unclear orthophoto 

due to cloud obstruction, number six shows an intersection and number seven shows paths and rivers. 

 

 

 
 

Figure 3. The results of visualization of road extraction on test data with variations in dataset ratios in several 

conditions 

 

 

Road extraction of images where trees obstruct the roads is shown in part 1 of the figure. It can be 

seen that among the variations, the extraction is the most accurate in the distribution ratio of 75: 10: 15. In 

variations (70: 10: 20 and 85: 10: 5), the resulting model failed to form a meaningful extraction, while 
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variations (80: 10: 10 and 87: 10: 3) only present incomplete interpolation on the resulting road extraction. 

The results of automatic road extraction in densely populated settlements are shown in Figure 3, part 2. None 

of the DeepLab V3+ dataset distribution variations succeeded in carrying out road extraction. Extraction of 

roads in dense settlements poses problems of high complexity, such as road obstruction by buildings and 

irregular building shapes, causing different shading in the area, and color similarity between a road and a 

sidewalk.  

Road extraction in paddy fields can be seen in Figure 3, part 3. It can be inferred visually that the 

extraction is more accurately produced when the model is trained with 75: 10: 15 dataset distribution. Road 

extraction is not produced in (70: 10: 20 and 85: 10: 5) dataset ratios, and variations (80:10:10 and 87:10:3) 

produce unclear road extraction due to noise. Road extraction for roads with dense vehicles, unclear images 

due to clouds, and intersections are also visualized in Figure 3, parts 4, 5, and 6, respectively. It can be seen 

that, although none of the variations can recreate the ground truth truthfully, variation (75:10:15) consistently 

presents better or similar results compared to other variations. 

Figure 3 part 7 shows the prediction results from images of footpaths and rivers. It can be concluded 

that every resulting model failed to predict the path correctly. The road extraction error on the orthophoto 

around the river is perhaps because of some manual label errors that annotate the river as a road due to the 

same shape and color. Also, it may be possible that the model is not detailed enough for this kind of 

condition. 

 

 

5. CONCLUSION 

Our research has succeeded in performing automatic road extraction for orthophoto taken from 

districts of Jatinangor and Sumedang with mIoU value of around 0.84-0.92 and Dice Loss value of around 

0.042-0.092. The best mIoU and DiceLoss values are obtained from DeepLab V3+ model trained with 

dataset distribution settings of 75: 10: 15. At the same time, it can be concluded that overfitting or 

underfitting occurs in other dataset variations. Under tree-covered roads and roads located around rice fields, 

the model trained with dataset distributed with 75:10:15 ratio predicts the extraction accurately and is similar 

to ground truth. In other conditions, while the resulting extraction is not entirely accurate, it is still better than 

other dataset distribution variations. The weakness of our study lies in DL hyperparameters settings, 

primarily epoch and batch size. Hardware limitations restrict us from setting the hyperparameters beyond the 

figures used in this study. Further research that can be carried out includes conducting research using the 

DeepLab V3+ model with other encoders, comparing the effects of different DL hyperparameters, and 

solving problems regarding extraction in regions containing dense settlements. 
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