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 The recognition of handwritten digits holds a significant place in the field of 

information processing. Recognizing such characters accurately from images 

is a complex task because of the vast differences in people's writing styles. 

Furthermore, the presence of various image artifacts such as blurring, intensity 

variations, and noise adds to the complexity of this process. The existing 

algorithm, convolution neural network (CNN) is one of the prominent 

algorithms in deep learning to handle the above problems. But there is a 

difficulty in handling input data that differs significantly from the training 

data, leading to decreased accuracy and performance. In this work, a method 

is proposed to overcome the aforementioned limitations by incorporating a 

quantum convolutional neural network algorithm (QCNN). QCNN is capable 

of performing more complex operations than classical CNNs. It can achieve 

higher levels of accuracy than classical CNNs, especially when working with 

noisy or incomplete data. It has the potential to scale more efficiently and 

effectively than classical CNNs, making them better suited for large-scale 

applications. The effectiveness of the proposed model is demonstrated on the 

modified national institute of standards and technology (MNIST) dataset and 

achieved an average accuracy of 91.08%. 
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1. INTRODUCTION  

Handwriting is considered the most conventional and structured way of documenting facts and 

information. Individuals have unique and idiosyncratic handwriting. A system that is able to recognize and 

analyze human handwriting in any language is referred to as a handwritten character recognition (HCR) system 

[1]–[3]. Handwriting recognition can be carried out from both online and offline sources. In recent times, the 

application of handwriting recognition has become increasingly prevalent and is now used in various domains, 

including but not limited to, reading postal addresses, language translation, bank forms and check amounts, 

digital libraries, keyword spotting, and traffic sign detection. 

Recognizing human handwritten digits is a challenging task for computer applications since they come 

in various shapes and sizes, making them imperfect. Handwritten digit recognition refers to a computer’s ability 

to identify and classify human-written numbers from various sources, including images, papers, and touch 

https://creativecommons.org/licenses/by-sa/4.0/
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screens, into ten predefined classes (0-9). Handwritten number recognition poses several challenges due to the 

varying styles of writing among individuals, making it different from optical character recognition. The 

handwritten digit recognition system utilizes digit images to overcome this challenge and recognize the digit 

present in the image. To achieve this, the present research work based on Support Vector Machine, Multilayer 

Perceptron, convolutional neural network (CNN), and other deep learning methods [4], [5] are applied over 

Modified National Institute of Standards and Technology (MNIST) dataset to recognize handwritten digits. 

But CNN [6], [7] require a large amount of labeled data to train, obtaining such datasets can be costly and time-

consuming. It can also be prone to overfitting, which means that the model performs well on the training data 

but poorly on new, unseen data. In certain real-world applications, the usefulness of CNNs may be limited due 

to their struggle to generalize to new, unseen data beyond the scope of the training data. In this paper, a new 

method is proposed to overcome the aforementioned limitations by incorporating a quantum convolutional 

neural network algorithm (QCNN) [8], [9]. Because the QCNN can perform certain operations much faster 

than classical convolutional neural networks, especially those involving matrix multiplication and Fourier 

transforms. It can require fewer resources and can be more efficient than classical CNNs, especially when 

dealing with large datasets, working with noisy, and incomplete data. QCNNs have the potential to scale more 

efficiently and effectively than classical algorithms, making them better suited for large-scale applications. The 

effectiveness of the proposed method, conducted tests on the MNIST dataset and achieved an average accuracy 

of 91.08%. 

This paper is organized as follows. Section 2 presents the related work. In section 3, the proposed 

method is described. In section 4, describe in detail the results and analysis. Finally, we summarized the main 

conclusions about the advantage and disadvantage of the proposed method in section 5. 

 

 

2. RELATED WORK 

Research works have presented numerous methods for categorizing handwritten characters and digits. 

Handwriting recognition has been previously demonstrated encouraging outcomes utilizing shallow networks 

[10], [11]. The accuracy rate attained by the MNIST dataset was 91.08% in Hinton et al.'s research on deep 

belief networks (DBN), which consist of three layers and incorporate a learning algorithm [12]. To recognize 

unconstrained handwriting, Pham et al. utilized a regularization technique called dropout to enhance efficiency 

of recurrent neural networks (RNNs) and lower the rates of word error (WER) and character error (CER) [13]. 

The performance of handwriting recognition (HCR) was significantly transformed by the introduction of the 

convolutional neural network (CNN), which achieved state-of-the-art accuracy [14], [15]. Simard et al. 

introduced a common CNN architecture for visual document analysis in 2003, which simplified the training of 

complex neural network methods [16]. Multilayer CNNs were utilized by Wang et al. to achieve excellent 

outcomes in performing end-to-end text recognition has been demonstrated on benchmark datasets, including 

street view text and ICDAR 2003 [17]. 

CNN has demonstrated exceptional performance in offline handwritten character recognition for 

various studies on handwritten text recognition in regional and international languages, including Chinese, 

have been conducted and carried out by researchers [18]–[20]. Arabic language [21]; handwritten Tamil 

character recognition [22]; handwritten character recognition on Indic scripts [23]; recognition of handwritten 

Urdu text. [24], [25]; Telugu character recognition [26]. In their model, Gupta and colleagues utilized CNN-

derived features and identified informative local regions in recent character images, achieving better accuracy 

in recognition. They employed a novel multi-objective optimization framework for HCR. Ptucha et al. 

presented a conventional neural network-based intelligent character recognition (ICR) system in a logical 

manner [27]. The model was evaluated using IAM datasets and RIMES lexicon datasets in French language, 

and it reported a commendable result. Tapotosh Ghosh et al. utilized the CMATERdb dataset to convert images 

into 28×28 black-and-white forms with white as the foreground color in their study, and effectively designed 

CNN parameters using InceptionResNetV2, DenseNet121, and InceptionNetV3 to improve recognition 

performance.  

A quantum convolutional neural network (QCNN) is a type of neural network that leverages the 

principles of quantum mechanics to perform computations. By using qubits instead of classical bits, QCNNs 

can potentially provide faster processing times and higher accuracy than classical neural networks for 

handwritten digit recognition. However, QCNN is an emerging technology and proposed QCNN based 

handwritten digit recognition to improve accuracy and reduce the processing time. 

 

 

3. METHODOLOGY 

The proposed methodology includes data collection, pre-processing, building the model,feature 

prediction, and visualization of results. The data collectioninvolves gathering the relevant data that will be used 
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to train and evaluate the model. It's important to ensure the data is representative and of good quality to produce 

reliable results. After collecting the data, preprocessing of the data needs to be prepared for the modeling phase. 

The tasks involed in this phase are data cleaning, handling missing values, removing duplicates, and dealing 

with outliers. Data pre-processing also included feature scaling, normalization, or transformation to make the 

data suitable for the selected model. The model is builed usingquantum convolutional neural network 

algorithm. The model is trained using the prepared data from the previous phase. After the model is trained, it 

can be used to make predictions on new, unseen data. The input features are provided to the model, and it 

generates predictions based on the learned patterns and relationships in the training data. After obtaining 

predictions from the model, the results are visualized and interpreted, the detailed process of the proposed 

method has shown in Figure 1 and detailed description as follows. 

 

 

 
 

Figure 1. The proposed method based on QCNN 

 

 

3.1.  Data collection 

The data set is collected from the MNISTdatabase is a substantial collection of handwritten numbers 

often utilized for various image processing techniques. This database consists of gray scale images of 60,000 

training images and 10,000 test images and normalized to fit a 28×28 pixel bounding box. The sample hand 

digit recognition images are shown in Figure 2. 

 

 

 
 

Figure 2. The sample dataset of handwritten digit from MNIST 
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3.2.  Pre-processing 

Pre-processing is a crucial stage in hand digit recognition. The first is image normalization, a frequent 

pre-processing step that entails rescaling the values assigned to each pixel in the image such that they fall 

within a specific range, typically between 0 and 1. This can lessen the effect of changes in the input image or 

variations in illumination. The second method involves shrinking the input image to a fixed size, which can 

assist to cut down on the model's parameter count and speed up training. Additionally, by lessening the effect 

of minute differences in the input image size, scaling can help to increase the resilience of the model. The third 

technique is called data augmentation, and it entails creating new training samples out of existing ones by 

rotating, translating, and scaling them. This can help to expand the training dataset and enhance the model's 

generalizability. The fourth method is feature extraction, which can help distinguish between several classes 

by extracting significant features from the input image. In QCNN, certain picture properties can be extracted 

by encoding them into the amplitudes of quantum states using quantum circuits. The final step is quantum 

circuit optimization, once the image has been transformed into a quantum circuit, it is crucial to refine the 

circuit to lessen the depth and the quantity of gates. This can aid in reducing the circuit's total runtime and 

enhancing the model's functionality. 

 

3.3.  Build the model using QCNN 

The fundamental concept of quantum computing that is quantum bit or qubit that can be represented 

as a state |0⟩ or |1⟩, similar to a classical binary bit 0 or 1. However, a qubit can also exist in a superposition 

state α|0⟩ + β|1⟩ where the amplitudes (α, β) ∈ C and satisfy the condition |α|² + |β|² = 1. The process of quantum 

computation involves the utilization of quantum gates. These gates are unitary matrices that operate on either 

one or two qubits. For instance, the Hadamard gate is an example of a quantum gate that maps |0⟩ to 1/√2 (|0⟩ 
+ |1⟩) and |1⟩ to 1/√2 (|0⟩-|1⟩). After the computation, the result is a quantum state that can be measured to 

extract classical information. When a qubit is measured, i.e., the state α|0⟩ + β|1⟩ is observed, the result is either 

0 or 1, and the probability of obtaining a particular outcome is proportional to the square of its corresponding 

amplitude.  

The Hadamard gate and the CNOT (Controlled NOT) gate are two different types of gates in the 

quantum circuit seen in Figure 3. Except for the final qubit, which was initialised in state 1, all of the qubits 

were in state 0. With the exception of that final qubit, which needs to be switched from state 0 to state 1, states 

in Cirq are initialised in state 0 by default. Examining the circuit, we see that qubits 4 and 5 are connected by 

a series of CNOT gates, as are qubits 1 and 5 and qubits 0 and 5. 

 

 

  
 

Figure 3. Quantum circuit with Hadamard gate and CNOT gate 

 

 

Figure 4 illustrates a quantum neural network circuit. The input data is encoded into the qubits' state, 

and a sequence of quantum gates are applied to the qubits to process the input data. The readout qubit is then 

measured, and a prediction is made using the measurement data.  

The procedure entails turning binary images made up of black and white pixels, such as the training 

and test data sets as shown in Figure 5 into quantum circuits. Figure 5(a) shows the training data sets (2,2) and 

(3,1) for CNOT Gate as a quantum circuit. Figure 5(b) shows the test data set (2,1) for CNOT Gate as a quantum 

circuit. Additionally, a threshold is applied to the pixel values and the qubits are only rotated through an X gate 

if the pixel value is higher than the threshold. By doing this, noisy pixels' negative effects are lessened, and it 

is ensured that the resulting quantum circuit is efficient and robust. 
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Figure 4. Quantum neural network circuit 

 

 

 
(a) 

 
 

(b) 

 

Figure 5. Training and test data sets of CNOT gate (a) CNOT gate for training data set, (b) CNOT 

gate for test data set 

 

 

In quantum computing systems, the quantum neural network (QNN) is used for learning tasks with 

quantum data more quickly. Figure 6 depicts the QNN architecture, the image is rescaling to 4×4 dimensions 

before inputting it into the unitary matrix for feature extraction across various channels. The extracted features 

are then utilized to develop a quantum circuit model, which is optimized a loss function combined with an 

optimizer. For binary classification issues, a 2-layer circuit design was adopted and was improved by hyper-

parameter testing at several epochs. The final model, which resembled a tiny recurrent neural network stretched 

across pixels, was created using two layers, preparation, and readout processes. Every data qubit in every layer 

had an effect on the readout qubit since n repeats of the same gate were used. The stages of designing a quantum 

convolutional neural network as follows: 

Stage 1: A quantum circuit is built to accept an input image with a 2×2 square region of focus and a limited 

field of view. 

Stage 2: The unitary matrix (U) is applied to the gate, operations, and circuit in the form of a quantum operation, 

which is a common visual representation for quantum operations in Circuit.  

Stage 3: The system is quantized by gathering a number of conventional values that are anticipated. 

Stage 4: The predicted values for each channel of a single output pixel match to the conventional convolution 

layer in a similar way. 

Stage 5: The procedure repeats the execution in different areas of the image and by relocating the image with 

more than one channel output object, a full scan of the input image can be accomplished. 

Stage 6: Either a quantum or a classical layer would be compliant with the quantum convolution layer. 

 

3.5.  Prediction and visualization 

In terms of visualization, QCNNs can be used to generate feature maps that highlight the regions of 

an image that are important for classification. This can help us understand how the network is making its 

predictions and identify any potential weaknesses or biases. The output of the QCNN is a set of probabilities 

for each possible digit class. The predicted class is the digit with the highest probability.  After that to generate 

a visualization of the results, we can use feature maps to highlight the regions which are the portions of the 

input image that is important for classification. This can be done by identifying the quantum gates and circuits 

that were activated during the convolution operations and using these to generate a map of the input image. 
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Figure 6. The architecture of QCNN model 

 

 

4. RESULTS AND DISCUSSION 

The current study has presented two performance indicators, namely accuracy and loss to assess the 

performance of the models when applied to the test set. These indicators are used to evaluate how well the 

models have performed. The accuracy of a model represents its ability to correctly identify the positive and 

negative classes. The accuracy in QCNN is more when compared to CNN. The accuracy in CNN at point 1 is 

between 0 to 25 percentages whereas in QCNN it is between 75 to 100 percentages. At point 4 in CNN the 

accuracy is between 50 to 75 percentages whereas in QCNN the accuracy is between 75 to 100 percentages. 

At point 10 in CNN the accuracy is at 75 percentages whereas in QCNN the accuracy is between 75 to 100 

percentages. The Figure 7 shows the drastically increase in accuracy in CNN whereas there is a constant change 

in QCNN. 

 

 

 
 

Figure 7. Epochsvs accuracy of QCNN and CNN 

 

 

The loss in CNN is more when compared to QCNN. The loss in CNN at point 1 is between 20 to 25 

percentages whereas in QCNN it is between 5 to 10 percentages. At point 4 in CNN the accuracy is between 

15 to 20 percentages whereas in QCNN the accuracy is between 0 to 5 percentages. At point 10 in CNN the 

accuracy is between 5 to 10 percentages whereas in QCNN the accuracy is between 0 to 5 percentages. The 

Figure 8 shows the drastically decrease in loss in CNN whereas there is a constant change in loss in QCNN. 

The Figure 9 shows that QCNN achieved higher accuracy (91.07%) than CNN (84.68%) for 

handwritten digit recognition. The loss of the QCNN (3.3%) is lower than CNN (7.33%) in terms of 

handwritten digit recognition. However, the specific difference in accuracy and loss between CNN and QCNN 

are 6.39% and 4.07% respectively. 
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Figure 8. Epochsvs loss of QCNN and CNN 
 

 

A
cc

u
ra

cy
 in

 P
e

rc
e

n
ta

ge

QCNN CNN
Algorithms  

 

Figure 9. Accuracy in percentage of QCNN and CNN 
 

 

5. CONCLUSION 

In this paper, a novel approach to using a quantum neural learning model for handwriting recognition 

is provided. Using a sample set of over 60,000 handwritten digit images, the experimental comparison of the 

model showed a high level of efficiency with an overall accuracy of 91.07%. The model’s computation-based 

training process took much less time than more conventional classical CNN model development with 

comparable sample sizes while using quantum hardware. The model’s overall speed and effectiveness were 

also demonstrated by the fact that the inference time for each image was measured at one minute. With the use 

of QCNN, several of the drawbacks of CNN such as over-fitting and disappearing gradients, have been 

addressed, leading to higher accuracy rates. Additionally, the proposed technique has shown resilient to image 

distortions and changes in handwriting styles. The generalizability and scalability of QCNN for bigger datasets 

and trickier recognition tasks, however, require more investigation. The usage of QCNN has a lot of potential 

to advance the science of handwritten digit recognition overall. 
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