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 Social security administration for health or Badan Penyelenggara Jaminan 

Sosial Kesehatan (BPJS Kesehatan), as a public legal entity, has a critical 

role in the health of the Indonesian population. BPJS Kesehatan introduced 

the Mobile national health insurance or jaminan kesehatan nasional (JKN) 

application to enhance its services, enabling Indonesians to access it directly. 

Nevertheless, the rating of the Mobile JKN application on the Google Play 

Store has shown a gradual decline over time. Therefore, this study was 

conducted to analyze the factors influencing the user experience of the 

Mobile JKN application, utilizing the review data obtained from the Google 

Play Store. Sentiment analysis using the Naïve Bayes (NB) classification 

model and support vector machine (SVM) combined with synthetic minority 

oversampling technique (SMOTE) and slang word replacement. The results 

obtained an accuracy value of 93.33%, precision of 93.76%, recall of 

93.33%, and F1-score of 93.43%. A further analysis was conducted using 

online service quality factors to obtain the main factors influencing the 

experience of Mobile JKN application users. The evaluation findings 

revealed that factors of security, ease of use, and timeliness are three 

fundamental aspects that should be given immediate attention by BPJS 

Kesehatan while improving the Mobile JKN application in the future. 
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1. INTRODUCTION 

Health is a fundamental societal need protected by the constitution [1]. Thus, the government has 

implemented several initiatives to enhance public health standards. One of the strategic programs launched 

by the government is the national health insurance or jaminan kesehatan nasional (JKN) through social 

security administration for health or Badan Penyelenggara Jaminan Sosial Kesehatan (BPJS Kesehatan) [2]. 

The government has made this program one of the requirements for its citizens to access public services [3]. 

To support this program, BPJS Kesehatan has introduced an innovation by creating the Mobile JKN 

application, a self-service mobile application based on information technology that participants can easily 

access anytime and anywhere. Mobile JKN provides services such as registering new participants, updating 

participant data, the digital membership card, the information channel, and submitting complaints [4]. Along 

with the high public demand for services on the Mobile JKN application, this is not in line with user 

satisfaction, as reflected in the Google Play Store application. Ratings for the Mobile JKN application tend to 

experience a downward trend from 2020 to 2022, as shown in Figure 1 [5]. In addition, the achievement 
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target for Mobile JKN user registration set by BPJS Kesehatan management in 2021, namely 20 million 

users, was not achieved until December 2021, when only 14.8 million users were recorded [6]. 

Several research studies have been conducted to ascertain the factors that impact the user experience 

of the Mobile JKN application, which involve surveying users of the application through a questionnaire [7], 

[8]. This approach requires a long time and significant resources. Sentiment analysis can improve this 

situation by examining the review data readily accessible on the Google Play Store application, thereby 

decreasing the time required and resource expenditure [9]. 

Sentiment analysis commonly employs machine learning technologies such as support vector 

machine (SVM) and Naïve Bayes (NB) due to their ability to deliver accurate outcomes with fast processing 

times while necessitating minimal training data [10]. Several previous studies have conducted sentiment 

analysis using both classification models to analyze government applications using review data from the 

Google Play Store [11], in fintech applications using data from Twitter [12], [13], and analyzing the impact 

of the COVID-19 pandemic using Twitter data [14]–[16]. But in crawling data, class imbalance often occurs. 

The class imbalance can make the classification value decrease. One of the most frequently used methods for 

dealing with class imbalance is synthetic minority oversampling technique (SMOTE) [17]–[21]. 

Apart from conducting sentiment analysis, the stakeholders of a digital service provider company 

must evaluate the factors that affect the user experience of their services [12]. One of the most used methods 

is to perform factor analysis using online service quality factors. This approach can provide priority points 

that need to be considered by company management to improve the quality of its services and increase the 

company's overall profitability [22]. 

Based on the above, this research aims to analyze factors influencing the user experience when 

using the Mobile JKN application with sentiment analysis and online service quality factors. The stage begins 

by comparing the classification model between NB and SVM, combined with the SMOTE algorithm. Then it 

continues to perform factor analysis using online service quality factors to find out what topics are most 

discussed and need attention. The data for this study is sourced from reviews of the Mobile JKN application 

on the Google Play Store. The findings of this research are anticipated to furnish feedback and suggestions 

for future enhancements to the Mobile JKN application. This paper is organized as follows: section 2 

describe the literature review, contains the theory that underlies this research, section 3 is method includes 

the method used in this research and how it was conducted, section 4 contains the results and discussion, 

which ends with recommendations that can be given to BPJS Kesehatan, lastly section 5 has the conclusions 

of this research. 

 

 

 
 

Figure 1. The trend of Mobile JKN ratings [5] 

 

 

2. LITERATURE REVIEW 

2.1.  Naïve Bayes 

The NB Classifier is a classification approach that utilizes the Bayes theorem [23]–[26], and it has 

gained popularity due to its straightforward and uncomplicated nature [11], [27]–[29]. The application where 

NB algorithms are frequently utilized is sentiment analysis [28]. The NB classifier uses probability theory to 

identify the highest probability of classification by examining the occurrence of each category in the training 

dataset [17], [30]. 

 



                ISSN: 2252-8938 

Int J Artif Intell, Vol. 13, No. 2, June 2024: 1782-1793 

1784 

2.2.  Support vector machine 

One of the techniques employed for classification and regression prediction is SVM [11], [31]. SVM 

is a machine learning algorithm that utilizes the principle of structural risk minimization (SRM) to identify 

the optimal hyperplane that distinguishes between the two classes in the input space. In short, SVM looks for 

the best hyperplane that functions as a separator for two classes of data [30]–[32]. 

 

2.3.  Synthetic minority oversampling technique 

When data is crawling, there is usually an imbalance in the data called the imbalance class. This 

condition can happen because the number in one of the data classes is greater than the amount of data in 

another data class. The existence of an imbalanced class can reduce the quality of the classification results. 

One way to solve this problem is to apply the SMOTE method [17]–[19]. SMOTE can optimize the 

performance of the classification model algorithm when performing Sentiment analysis [19], [20]. This 

approach creates new minority class samples by combining neighboring models in a convex manner to 

balance the dataset [21], [30]. 

 

2.4.  Online service quality factors 

The quality of services provided to customers encompasses various factors such as the nature of the 

interaction, sources of information, and internet-based services, all of which are integrated with terms and 

conditions to enhance customer service relationships and build trust in the company [12]. Research by Yang 

and Fang [22] regarding the service quality dimensions was performed to broaden understanding of service 

quality and customer satisfaction in online securities brokerage services. The study results show the 

dimensions used for service quality which can be seen in Table 1. 
 

 

Table 1. Service quality dimensions [22] 
Category Description 

Responsiveness Responsiveness and readiness to serve obstacles 

Service reliability Data suitability and ability to deliver promised service 

Ease of use Ease of use and related interfaces 
Competence Problem-solving ability 

Access Availability of services and media access 

System reliability System failure and errors 
Timeliness System speed and system updates 

Security System security and data security 

 

 

3. METHOD 

The research methodology employed in this study centers on a comprehensive analysis of the 

existing literature. The primary approach involves applying sentiment and factor analysis, explicitly 

referencing factors influencing online service quality, as visually depicted in Figure 2. The methodological 

journey unfolds through distinct stages: data collection, pre-processing, feature extraction, data division, data 

labeling, applying SMOTE, developing and evaluating the classification model, sentiment analysis, and 

culminating in factor analysis. The study culminates insights and recommendations derived from the 

outcomes of sentiment and factor analyses, thus contributing to a nuanced understanding of the subject 

matter. 

 

3.1.  Data collections 

This study begins with data collection, achieved through the automated process of crawling data. 

Crawling data is getting data into documents automatically through an application [13]. Specifically, a 

Python library named Google Play scrapper is employed to gather data, focusing on app reviews related to 

the Mobile JKN application from Google Play sources. The outcome of this data crawling process manifests 

as a dataset conveniently stored in Excel or comma-separated values (CSV) format. This foundational step 

ensures the availability of organized and accessible data for subsequent analysis. 

 

3.2.  Pre-processing data 

Pre-processing is an important stage in sentiment analysis [11]. The data will undergo a processing 

and cleaning process in pre-processing, making it easier to analyze. At this stage, a pre-processing process 

will be carried out. The raw data from the Mobile JKN application review will go through several processing 

stages, making the data lighter to process at the sentiment analysis stage. This study uses several steps in pre-

processing: case folding, slang word replacement, tokenization, stop word removal, and stemming, as 

illustrated in Figure 3.  
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Figure 2. The model used to identify factors influencing the user experience of Mobile JKN 
 
 

 
 

Figure 3. Data pre-processing steps 
 

 

- Case folding: in sentiment analysis, if some words are the same, but some use capital letters in one of 

these words, then the word will be counted as more than one [11]. This redundancy can affect the analysis 

to be performed. Thus, it is necessary to have case folding so that there is no more redundancy in 

calculating the words. In this step, all data letters will be transformed into lowercase [11], [13], [20], [33]. 

Thus, no data use capital letters or a mixture of uppercase and lowercase letters. In addition, case folding 

can also increase the speed of comparing words during the indexing process [13]. The case folding 

process uses Python's basic syntax, the lower() function. 

- Slang word replacement: slang has become a trend for people to communicate using social media. Slang 

saves typing time and can express pleasure or anger [34]. However, this word may not be recognized as 

the intended meaning in sentiment analysis, so it should be replaced with a more common word. In slang 

word replacement, abbreviated or non-standard words will be transformed into the appropriate word. 

Changing slang into common words is carried out using 15,396 Indonesian slang databases. 

- Tokenization: the review sentence will be broken down into words separated by commas, then placed in 

an array [11]. The data that has been broken down can be called a token [13]. Tokenization is helpful in 

the process of calculating words that appear during the analysis process [20]. The process uses Python's 

basic syntax, the split() function. 

- Stop words removal: words with no meaning will be deleted [20]. Usually, this process is also known as 

filtering. Words not matching the stopword list according to the language used will be deleted [11]. Stop-

word removal is done because the words do not represent the meaning that will be used for analysis. 

Thus, the presence of stop word removal can also improve performance in conducting analysis [35]. At 

this stage, remove meaningless words in Indonesian and English using natural language toolkit (NLTK), a 

Python programming library. 

- Stemming: words that have prefixes and suffixes are removed so that they return to their base words [15]. 

However, this procedure solely converts a word to its basic form and does not imply that it retains the 

same meaning as the original root word [20]. This process can increase the accuracy of the classification 

model because this process eliminates redundant words [34]. At this stage, the process uses the Python 

programming library, namely Sastrawi. 
 

3.3.  Feature extraction 

The feature extraction process involves performing various calculations on the data, using techniques 

such as word weighting. One commonly used approach to word weighting is the term frequency-inverse 

document frequency (TF-IDF) feature. This feature can be implemented using the scikit-learn library in Python, 

providing a powerful tool for text analysis and natural language processing. 
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3.4.  Dividing data 

This stage will divide the data into training, tests, and modeling. Training data is used for dataset 

training as the learning stage of the algorithm used. Testing data is used to evaluate the performance of the 

algorithm. Modeling data is used for sentiment analysis, providing labels automatically through the system to 

the dataset. 

 

3.5.  Data labeling 

This stage is the manual data labeling process by the internal team. The data will be labeled positive, 

negative, or neutral in the training and testing data. The sentiment labeling process will be done for the 

modeling data using the selected classification model algorithm. 

 

3.6.  Synthetic minority oversampling technique 

This study proposes combining the SMOTE method with NB and SVM. This combination aims to 

address the issue of imbalanced datasets by over-sampling the minority class. This process uses an 

imbalanced-learn library in Python programming. By implementing this approach, the study seeks to improve 

the accuracy and robustness of the classification model. 

 

3.7.  Classification model 

This study will compare two classification algorithms, NB and SVM. In Python, the classification 

model can be done using a scikit-learn library. This classification model process uses training data to train the 

classification model algorithm and testing data to measure the performance of the two algorithms.  

 

3.8.  Classification model evaluation 

In this stage, an evaluation of the classification models of NB and SVM is carried out with the 

confusion matrix. This process is done with the Python programming library, namely sklearn-confusion-

matrix. The classification model will be tested with several test scenarios to produce the best model. Some of 

the test scenarios to be evaluated are described in Table 2. 

 

 

Table 2. Test scenario of model evaluation 
Test Slang replacement SMOTE Neutral sentiment 

1 Yes Yes Yes 
2 Yes Yes No 

3 Yes No Yes 

4 Yes No No 
5 No Yes Yes 

6 No Yes No 

7 No No Yes 
8 No No No 

 

 

3.9.  Sentiment analysis 

During the sentiment analysis stage, the remaining dataset (data modeling) is processed and 

classified into different sentiments based on the model with the best performance. This model is selected 

based on its ability to accurately classify the sentiments in the dataset. The classification process involves 

analyzing the text data and identifying its emotions or opinions. 

 

3.10.  Factor analysis 

At this stage, factor analysis is carried out based on the dimensions of online service quality factors. 

These dimensions are responsiveness, service reliability, ease of use, competence, access, system reliability, 

timeliness, and security [22]. The analysis is used to identify factors that influence user experience in using 

the Mobile JKN application. The factors that will fill each dimension are taken from the words that appear 

the most in the classification process. If there are words that have no meaning or do not match these factors, 

they will be eliminated and not included in any factor or dimension.  

 

3.11.  Recommendations 

The final stage of this research is to provide recommendations based on three crucial factors. Factors 

that have the most negative sentiment will be given recommendations so that they can be improvements for 

the Mobile JKN application. So, application development can be better and improve user experience.  
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4. RESULTS AND DISCUSSION 

4.1.  Data collections 

Data was taken on November 3, 2022, from the Google Play review application using the Google 

Play Scrapper library. The data sequence filter is "most relevant" for the last 3,000 data. The selected reviews 

use all-star ratings, namely 1 to 5, with details as shown in Figure 4. Collecting data using this configuration 

only takes 4 seconds. The method used in this study is much faster than using a questionnaire which takes 

seven weeks and only got 127 respondents, as was done by Handayani et al. [7]. 

 

4.2.  Data pre-processing result 

The second stage is to pre-process the data. Raw data from google play reviews will be processed 

with case folding, slang replacement, tokenization, stop words removal, and the steaming process. This  

pre-processing stage is essential to ensure the collected data is in a suitable format for further analysis. These 

measures aid in enhancing the accuracy and effectiveness of the subsequent analysis. The results of the  

pre-processing process can be seen in Table 3.  

 

4.3.  Data division and annotation for classification model 

The clean data is divided into three distinct parts for analysis. The first part consists of 500 rows 

used as training data to train the learning system. The second part consists of 100 rows of data utilized as 

testing data to determine the performance of each modeling algorithm. Finally, the third part contains 2,400 

rows of data that the system will automatically label using the selected modeling algorithm. The training and 

testing data are manually labeled by the research team, as depicted in Figure 5, to ensure accuracy and 

consistency in the analysis. 

 

 

 
 

Figure 4. Distribution of rating scores from the Mobile JKN application 

 

 

Table 3. Pre-processing results 
Stages Results 

User reviews The App isn't clear, there's still more regular credit, why's the notification always the num isn't active. The 

prev App was easier to access than the curr one which is too complicated 
Case folding the app isn't clear, there's still more regular credit, why's the notification always the num isn't active. the 

prev app was easier to access than the curr one which is too complicated 

Slang replacement the application is not clear, there is still more regular credit, why is the notification always the number is 

not active. the previous application was easier to access than the current one which is too complicated 

Tokenizing the | application | is | not | clear | there | is | still | more | regular | credit | why | is | the | notification | always | 

the | number | is | not | active | the | previous | application | was | easier | to | access | than | the | current | | 
one | which | is | too | complicated 

Stop words removal application | not | clear | still | regular | credit | notification | always | number | not | active | previous | 

application | easier | access | current | one | complicated 
Stemming application | not | clear | still | regular | credit | notify | always | number | not | active | previous | application | 

easy | access | current | one | complicate 

 

 

4.4.  Results of classification modeling evaluation 

In this study, a performance comparison of the classification model algorithm was carried out 

against NB and SVM by combining three additional configuration variables: slang replacement, use of 

SMOTE algorithm, and use of neutral sentiment classification. Furthermore, this arrangement is anticipated 
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to improve the performance score of the compared classification model algorithm. The classification model's 

performance was evaluated using the confusion matrix formula to determine the accuracy, precision, recall, 

and F1-score values. Table 4 describes the results of the tests that have been carried out. 

Table 4 shows that the best classification model is when using NB and combined with using slang 

word replacement, SMOTE algorithm, and without using neutral data classification. The confusion matrix 

results using these combinations have accuracy values of 93.33%, precision of 93.76%, recall of 93.33%, and 

F1-score of 93.43%. A more detailed analysis related to the average performance evaluation of the 

classification model combined with several configuration variables can be seen in Table 5. 

Table 5 shows that the average performance of the classification model in NB and SVM, when 

combined with the SMOTE algorithm, increases by 7.71% from the previous 78% to 86.04%. When 

replacing slang words with common words (slang replacement), the average performance also experienced an 

increase of 0.21% from 82.08% to 82.29%. When using neutral sentiment, the algorithm's performance 

decreased by 9.79% from 87.08% to 77.29%.  

 

 

 
 

Figure 5. Data dividing and labeling process 

 

 

Table 4. Confusion matrix results 

Slang 

replacement 
SMOTE Neutral 

Naive Bayes SVM 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

True True True 77.50 87.15 77.50 81.60 85.83 84.91 85.83 85.01 

True True False 93.33 93.76 93.33 93.43 93.33 93.55 93.33 93.13 
True False True 76.67 77.77 76.67 71.72 88.33 84.66 88.33 85.83 

True False False 81.67 85.44 81.67 78.52 93.33 93.55 93.33 93.13 

False True True 80.00 85.42 80.00 82.48 85.83 84.91 85.83 85.01 
False True False 93.33 93.76 93.33 93.43 93.33 93.55 93.33 93.13 

False False True 75.00 76.88 75.00 69.28 89.17 85.31 89.17 86.71 

False False False 80.00 84.40 80.00 76.02 92.50 92.80 92.50 92.23 

 

 

Table 5. The average performance of the classification model 
Classification model Percentage Result (%) 

Slang replacement 
True 82.29 

UP 0.21 
False 82.08 

SMOTE 
True 86.04 

UP 7.71 
False 78.33 

Neutral 
True 77.29 

Down 9.79 
False 87.08 

 

 

4.5.  Results of selected classification model 

After selecting the classification model algorithm and the appropriate additional configuration 

variables, and after the modeling system is trained using training data, sentiment labeling can be performed 

automatically using the classification model system for 2,400 rows of review data. The results of this process 

will produce positive and negative sentiments. Negative sentiment dominates with 80.80% or 2,424 lines of 
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data, while positive sentiment only gets 19.20% or 576 lines of Mobile JKN user review data, as seen in 

Figure 6. 

 

4.6.  Analysis of sentiment results 

Based on 3,000 review data sets crawled from the Google Play Store for the Mobile JKN 

application, the words frequently appearing in all existing reviews are calculated. We took the 600 words that 

appear most often in the review collection and grouped them based on online service quality factors used in 

this study. The results of the word grouping can be seen in Table 6. 

Labeling data that has been carried out sentiment analysis both manually and automatically using a 

classification model system, then regrouped using a service quality dictionary. From this process, we can 

analyze the factors influencing the experience of current Mobile JKN users, as shown in Table 7. This 

analysis helps to provide insights into the key factors that affect user satisfaction, allowing for more informed 

decision-making and improvements in service quality. 

From these data, the first critical factor is related to security 2,173 reviews (72.43%) discuss this 

matter which consists of 188 positive reviews (8.65%) and 1,985 negative reviews (91.35%). The second 

factor is the ease of use, with a total of 1,935 reviews (64.50%) consisting of 426 positive reviews (22.02%) 

and 1,509 negative reviews (77.98%). The third factor is related to the timeliness of 1,381 reviews (46.03%) 

consisting of 279 positive reviews (20.20%) and 1,102 negative reviews (79.80%). In general, the factors 

influencing the user experience can be seen in Figure 7. 

 

 

 
 

Figure 6. Sentiment analysis with the selected classification model 

 

 

Table 6. Service quality dictionary 
Service quality Dictionary 

Responsiveness queue, suggestion, confirmation, report, response, responsive 

Service reliability data, appropriate, wrong, complete, clear, input, information, facilities, correct, quality, format 

Ease of use easy, hard, menu, good, complicated, difficult, feature, nice, use, bad, confused, convenient, troublesome, 
function, automatic, practical, appear, dizzy, understand, search, comfortable, simple, many times, tired, 

manual, push, annoyed, ok, tricky, satisfied, efficient, complex, done, button, effective, icon, screen 

Competence help, solution, finish, benefit, steady, success, problem, perfect 
Access access, office, online, phone, relationship, telephone, bank, offline, digital, handphone, internet, chat, call, 

signal, wifi, WhatsApp, up, off, public, broken 

System reliability fail, error, constraint, bug, interrupt, program, device, memory, reset, server, link, hardware, stable, 
developer, inhibit, exit, system, cancel, load, tough 

Timeliness update, change, direct, process, version, fast, upgrade, loading, smooth, edit, connection, late, slow 

Security register, key, enter, login, email, verification, number, account, identification, code, password, captcha, OTP, 
padlock, sms, password, logout, lost, registration, safe, property, lock, control, relogin, user, cache, gmail 

 

 

4.7.  Recommendations 

After obtaining the three categories of main critical factors, further research can be carried out to get 

the words most frequently discussed in these three factors, as shown in Table 8. By identifying the most 

commonly discussed topics, researchers can gain insights into the underlying causes of user dissatisfaction 

and take appropriate measures to address these issues. This analysis can be used to develop targeted 

strategies to improve service quality and enhance customer experience. 
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Table 7. Sentiment analysis based on factor analysis results 
Category Positive Negative Sentiment 

Responsiveness 20 105 125 
Service reliability 187 634 821 

Ease of use 426 1,509 1,935 

Competence 224 237 461 
Access 164 668 832 

System reliability 53 481 534 

Timeliness 279 1,102 1,381 
Security 188 1,985 2,173 

 

 

 
 

Figure 7. Factors influencing the user experience of the Mobile JKN application 

 

 

Table 8. Top words on most critical factors 
Security Ease of use Timeliness 

register (806) 

P:7.3% - N:92.7% 

easy (490) 

P:49.6% - N: 50.4% 

updates (736) 

P:8.2% - N:91.8% 
key (557) 

P:10.2% - N:89.8% 

difficult (310) 

P:4.5% - N:95.5% 

change (247) 

P:50.6% - N:49.4% 
enter (475) 

P:4.6% - N:95.4% 

good (308) 

P:10.7% - N:89.3% 

process (85) 

P:22.4% - N:77.6% 

login (408) 
P:5.1% - N:94.9% 

menu (285) 
P:10.9% - N:89.1% 

direct (83) 
P:39.8% - N:60.2% 

verification (356) 

P:5.3% - N:94.7% 

hard (282) 

P:8.9% - N:91.1% 

fast (71) 

P:73.2% - N:26.8% 
email (302) 

P:6.3% - N:93.7% 

tricky (279) 

P:10.4% - N:89.6% 

version (63) 

P:12.7% - N:87.3% 

number (187) 
P:1.1% - N:98.9% 

features (232) 
P:18.1% - N:81.9% 

loading (43) 
P:7.0% - N:93.0% 

account (166) 

P:0.6% - N:99.4% 

nice (182) 

P:32.4% - N:67.6% 

upgrades (40) 

P:22.5% - N:77.5% 
identification (155) 

P:1.9% - N:98.1% 

use (142) 

P:28.9% - N:71.1% 

smooth (37) 

P:37.8% - N:62.2% 

code (147) 
P:1.4% - N:98.6% 

bad (67) 
P:4.5% - N:95.5% 

slow (16) 
P:0.0% - N:100.0% 

P: Positive, N: Negative 

 

 

From these data, in the security factor, there are words such as register, key, enter, login, and 

verification, and most of them have negative sentiments. Hence, BPJS Kesehatan needs to provide 

convenience to the registration and user login process by adding additional options, such as registration or 

login with the Google Account API [36]. BPJS Kesehatan can also study this aspect with other companies 

with similar applications. 

In the ease-of-use factor, there are words such as easy, difficult, good, menu, and hard. Most of 

these words also have negative sentiments, so BPJS Kesehatan needs further research on the user experience, 

features layout, and usability evaluation [37]–[39]. The process can use a prototyping design approach before 

doing development. 
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In the timeliness factor, there are words such as update, change, process, and direct, which also 

mostly have negative sentiments. Hence, BPJS Kesehatan needs to set the application update period so that it 

is not updated too often [40], [41]. In addition, his factor can be improved by using auto-scaling technology, 

such as microservices, to increase the speed of performance of the Mobile JKN application function [42]. 

 

 

5. CONCLUSION 

This research aims to determine the factors that most influence the user experience of the Mobile 

JKN application by using a more appropriate sentiment analysis model. By comparing the performance of 

NB and SVM classification models, it was found that NB outperformed SVM in terms of precision and F1-

score. When combined with the SMOTE algorithm, it resulted in a 7.71% increase in average accuracy. 

Additionally, the replacement of slang words increased accuracy by 0.21%. However, the use of neutral data 

decreased average accuracy by 9.79%. Based on that finding, the model used in this research combines NB 

with SMOTE and slang word replacement. These combinations resulted in an accuracy of 93.33%, a 

precision of 93.76%, a recall of 93.33%, and an F1-score of 93.43%. A further analysis based on 3,000 user 

reviews found that factors related to security, ease of use, and timeliness received overwhelmingly negative 

sentiment, with 91.35%, 77.98%, and 79.80% negative sentiment, respectively. BPJS Kesehatan needs to 

address these issues, as they are the most discussed and have negative connotations in the review data. 
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