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outcome of quality control processes. This article presents a real case study
based on ML algorithms suggested to develop a knowledge-based intelligent
supervisory system to predict defect products in the fashion industry. Defect
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1. INTRODUCTION

Nowadays, quality represents a strategic factor in all industries that contributes to classifying compa-
nies as profitable and non-profitable. Quality can be considered as an index of internal performance, as it allows
one to develop diversifying product or service differentiation policies. In recent years, the quality of products
and services has even increased in importance due to the massive spread of timely written online reviews by
customers at no cost who want to share their feelings and opinions after use or after experience. Therefore,
the provision of defective or poor quality products can significantly affect both the reputation of the brand and
the loyalty of customers to a certain brand; the aforementioned are some of the reasons that have led numerous
companies to adopt a zero-defect policy.

The definition of a quality management process has changed significantly over the years [[1]. The
first quality control (QC) process was developed during the mass production period (1900-1940), and it simply
consisted of the inspection of the final products. However, increasing pressure from the market led to a major
theoretical shift in the first place toward the concept of process quality. The idea underlying this theory was
that looking for errors was much less efficient than finding the source of the errors and removing them. In
the early 60s, quality assurance theory emerged. The process quality, i.e. a posteriori reaction to QC of either
products or processes, was not enough anymore, and industries wanted to prevent risks of failure products
or services identifying their major causes before their appearance. With increasing complexity of products
and interdependencies with the supply chain, ISO 9000 certification has been introduced to define quality
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management standards to help industries ensure that they meet the basic requirements of the customer and other
stakeholders related to products or services. In the last ten years, the quality management process shifted from
being implemented due to market pressure to being implemented due to the general importance of delivering
high-quality results.

Improving product and service quality is one of the main goals of the fourth industrial revolution [2],
and the interconnection between automation, machine learning (ML) algorithms, and real-time data is the key to
its completion. From a manufacturing perspective, the ability to efficiently collect and analyse huge amount of
data using powerful ML algorithms can improve QC [3] revealing hidden patterns in the data and thus allowing
for a broader analysis of the impact of all factors that contribute to manufacturing processes. Within the QC
field, ML applications are highly diverse as they range from regular classification based on collected data to
computer vision and image recognition. Similarly, there is no universal ML approach, algorithm, or method to
solve all different QC problems, as the specific features of production systems have a substantial impact on the
algorithms to be implemented [4]. The application of ML algorithms to predict or classify product quality has
a relevant historical background. One of the earliest examples can be traced back to 1993, and concerns the
prediction of the outer diameter of parts produced through injection moulding using backpropagation artificial
neural networks [3].

In recent years, we also assisted to a growing literature on ML algorithms applications to classify or
predict product quality thanks to the exponential increases in computer power, database technologies, optimi-
sation methods, new efficient and robust ML algorithms, and the availability of big data. From the review of
the literature on ML and deep learning (DL) for quality prediction in manufacturing [6], it emerges that more
than 80 papers have been published on this topic between 2012 and 2021, with an exponential increase in the
last few years. The success of ML algorithms can be attributed to their ability to handle high-dimensional,
multivariate data, greatly reducing the need for human effort and improving the quality of the product [7]].
These algorithms can provide suitable solutions for collecting fast and reliable information and understanding
the implicit relationships existing within large data sets collected in complex and dynamic environments [S]].
An example of an application of ML to optical inspections on finished products adopting a decision tree for the
optimal classification of battery separator defects can be found in [9].

ML algorithms have also been adopted to predict the final quality of products in the early stages of the
manufacturing process see [10]]-[13] and to detect defects in mature organisations (i.e. organisations that merge
different tools to improve the quality of manufacturing processes, such as lean production, standards confor-
mity, six sigma, design for six sigma) that only generate a few defects per million opportunities [3]]. Several
ML algorithms have been trained and evaluated to predict dimensional defects in a real multistage automotive
assembly line in [14] while [[15] analysed a welding process using both the random forest (RF) and the C4.5
decision tree algorithm for classification [[16] to correlate the sound of the arc with the quality of the weld.
Schorr et al. [17] predicted the quality of drilled and reamed hydraulic valve bores, by estimating the diameter
and concentricity of re-drilled reamers, starting from torque measurements. Lastly, one of the most intriguing
research areas involves geospatial big data, which comprises vast amounts of data including information about
geographic locations. The utilization of geospatial big data can enhance the quality and reliability of produc-
tion processes by monitoring resources and, most importantly, preventing production anomalies to avoid the
manufacturing of defective products. For a discussion on such topics, you can refer to [[18]]-[20].

This study presents the learning process and pattern recognition strategy for a knowledge-based intel-
ligent supervisory system, in which the main goal is the prediction of defective products. Defect detection is
formulated as a binary problem, i.e. OK for defect-free products and KO for defect products. To achieve the
aforementioned aim, different supervised ML algorithms are compared, in order to identify the most suitable
one. A real case study of a company working in the fashion industry is presented. The paper is structured as
follows. Section 2 briefly describes the ML algorithms used to predict defective products. In section 3 the case
study is presented, while in section 4 the results are presented and discussed. Section 5 concludes the article
by highlighting the main contributions of this study.

2. METHOD

Classification is the assignment of an object defined by a set of features to one of several predetermined
classes using a learning rule. Thus, it belongs to the macro area of supervised ML algorithms that aims to infer a
function to describe labelled training data (e.g., data with classification class) to predict the output of categorical
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variable [21]]. As stated previously, the goal of this study is to predict the QC outcome, and since this output
is encoded as a binary variable (OK/KO), the following classification ML algorithms have been implemented:
logistic regression; multivariate adaptive regression splines (MARS); generalized additive model (GAM) using
splines; linear discriminant analysis (LDA); quadratic discriminant analysis (QDA); neural network (nnet); RF
(ranger); support vector machines (SVM); light gradient boosting machine (lightGBM); elastic Net regression
(glmnet); and C5.0 decision tree algorithm.

The choice of these algorithms has been driven by the literature review and the experience of other
real case studies gained by the authors. Given that the input variables can encompass both qualitative and
quantitative features, it is imperative that the selected models exhibit the capability to process both types of
variables. The following sections provide a theoretical and concise introduction to the different algorithms that
have been used.

2.1. Logistic regression

Logistic regression is a statistical modelling technique used for classification when the response vari-
able is binary. It is part of the generalised linear model category and applies a logistic function to the linear
combination of predictor variables to estimate the probability of the binary outcome of the response variable
[22]. The model parameters are estimated using maximum likelihood estimation. In logistic regression, the
logit transformation is applied on the odds, which are the probability of success divided by the probability of
failure. So, logistic regression can be represented using (1), where p is the probability of a binary event and
x1,%2,...,T) are the explanatory variables:

logit(p) = In <1fp> = Bo + Prx1 + Pawa + -+ + Brxk (1)
2.1.1. Multivariate adaptive regression splines

MARS is a flexible nonparametric statistical procedure [23]. It approximates the nonlinearity of the
model by using separate regression slopes (splines) in distinct intervals of the independent variable space, and
so the gradient of the regression line may change in different intervals, which are defined by the so-called
knots. MARS uses a fast but intensive search procedure to determine the variables to use and the end points
of the intervals for each variable. It also allows for searching for interactions between variables. The selection
of the optimal MARS model is composed of two phases: first, it constructs a large number of basis functions
(BFs), which are selected to overfit data; then, in the so called backward phase, the redundant BFs (the ones
which made the least contributions) are deleted. It can be considered as a white-box model, as its structure is
interpretable, meaning that the relationships between variables and the response can be understood through the
model’s node and spline structure.

2.1.2. Generalized additive model using splines

GAM using splines is a general additive model that uses splines functions to model nonlinear relation-
ships [24]. Each predictor variable is modelled using a separate spline function, in which a spline is a piecewise
polynomial function defined over two knots. These functions smoothly connect polynomial function between
the various knots, allowing GAM to model non-linear relationships between predictor variables and the re-
sponse variable without assuming any particular shape of the relationship. The parameters of this model are
estimated using maximum likelihood estimation. The key difference between this algorithm and the aforemen-
tioned MARS algorithm is the method used to model the nonlinearity. Although MARS uses separate slopes
at different intervals in the independent variable space, GAM uses smooth functions, such as cubic splines, to
model the nonlinearity.

2.1.3. Linear discriminant analysis

LDA [235]], is a statistical technique used to predict the class membership of an observation. It is
generally used to classify observations between two classes, but it can also be extended to handle multiple
classes. LDA assumes that all classes can be separated by linear boundaries, so it constructs multiple linear
discriminant functions, each representing a hyperplane in the feature space, to differentiate classes. In case
of two classes, as in the case study presented here, LDA draws a hyperplane and projects the data onto this
hyperplane, in order to maximize the separation of the two categories. This hyperplane is created considering
two criteria simultaneously: maximizing the distance between the means of two classes and minimizing the
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variation within each category. It is also important to underline that LDA is based on the assumption that the
covariance matrices are equal for all classes.

2.1.4. Quadratic discriminant analysis

QDA is a statistical technique used for classification, very similar to LDA, with the difference that
QDA relaxes the hypothesis that all covariance matrices are equals; as a result this technique is capable of cap-
turing more complex relationships between predictor variables and response variables. It works by estimating
the parameters of a quadratic discriminant function for each class, which is a quadratic equation involving the
predictor variables. When a new observation is presented, QDA computes its discriminant scores based on
these quadratic functions and assigns it to the class with the highest score.

2.1.5. Neural network

Neural networks draw inspiration from the architecture and functioning of biological neural networks,
and possess the capacity to model intricate relationships between inputs and outputs [26]]. They consist of a
series of interconnected nodes that are arranged in layers. This multitude of nodes is known as perceptrons or
neurons, which are responsible for transmitting signals to other neurons located in the subsequent layer. The
signal is transmitted when a threshold value is exceeded, so the neurons have to compute an activation function
to send the output to the subsequent neurons. The training phase of these complex structures involves forward
and backward propagation: once the network was fed with values in a forward direction, the backward step
optimizes the weights, to enhance the accuracy of the model.

2.1.6. Random forest

RF [27], is a class of statistical algorithms that can be applied for both regression and classification.
It consists of n decision trees that are typically grown on an individual training data set extracted from the
original data set. To address the issue of correlated trees, a random sub-sample of m predictors, from the full
set of p available predictors, is selected as split candidates at each split point of a tree. This technique helps to
ensure that each tree is built using a slightly different set of predictors, thus increasing the diversity among the
trees in the forest, allowing a greater reduction in the prediction variability.

2.1.7. Support vector machines

SVM is a supervised ML algorithm [28]]. The fundamental principle of SVM involves identifying the
appropriate hyperplane for classification using support vectors, which are the points of each class located at
the margin. This method is effective for both linearly separable and linearly non-separable data: indeed, in the
case of linearly separable data, SVM finds a hyperplane which separates the data with the largest margin, while
for non-separable data it maps the input data into a high dimensional space with a kernel function to find the
separating hyperplane.

2.1.8. Light gradient boosting machine

LightGBM is a recent ML algorithm [29]. It is built on the gradient boosting framework, which utilizes
the combination of several weak models to create a robust model capable of capturing complex nonlinear
relationships between features and target variables. LightGBM’s innovative tree-building approach uses a
split-point algorithm to efficiently select the optimal split point for each feature. This, along with its design for
fast and efficient training and prediction, enables LightGBM to handle large data sets and excel in scenarios
where training time is constrained.

2.1.9. Elastic net regression

Elastic net regression is a regularization regression model [30]. This model is a combination of lasso
regression (L1) and ridge regression (L2) penalties to overcome the limitations of both methods, especially
when data are affected by multicollinearity (two or more input variables are highly correlated). Similarly
to lasso regression, this method can automatically perform variable selection and shrink coefficients. This
regression model can predict both quantitative and binary output.

2.1.10. C5.0 Decision tree algorithm

C5.0 is an algorithm that aims to build a decision tree capable of classifying observations based on
some input variables. This algorithm works by splitting the sample on the basis of the feature with the highest
information gain; then, every subsample as specified by the first split is split recursively until the subsamples
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become indivisible. At the lowest level, the splits are evaluated, and those that do not significantly contribute
to the model are pruned until the desired level of accuracy is achieved [31].

2.1.11. Algorithms evaluation and comparison

The input variables will be used by the ML algorithms mentioned above that will return an estimate of
the probability value of belonging to the class of defective products. Subsequently, the classification of observa-
tions into the OK/KO classes is obtained setting a threshold value: if the probability predicted by the algorithm
is higher than the threshold, the observation will be classified as KO, otherwise it will be classified as OK. The
classification success of the different models is measured using the receiver operating characteristics (ROC)
curve, the area under the curve (AUC), and the following indices based on the confusion matrix: total accuracy,
sensitivity, precision, recall, specificity, false negative rate, and false positive rate. It is also fundamental to
underline that the tuning parameters of the ML algorithms have been optimized using a grid search to minimize
the false negative rate (i.e. the proportion of defected products wrongly classified as defected-free ones). The
reason for this strategy lies in the fact that, from an industry perspective, it is worse to classify a product as free
from defects when it is not than to misclassify a defect-free product and reprocess it. Furthermore, for each
ML algorithm, different threshold values were tested to find the one that minimized the false negative rate.

3.  DESCRIPTION OF THE CASE STUDY

The case study we are going to present in this paper concerns the tumbling of a fashion accessory
made of acetate, and more specifically, the unit of analysis we are going to investigate will be a batch of
identical products. To produce this product, the manufacturing process is characterised by five consecutive
steps. At the end of each step, an operator evaluates the final output and decides whether the batch of products
can move on to the next step or must redo the step. Therefore, each batch of products can run each step of
the manufacturing process multiple times until the operator is satisfied with the final result. Consequently, the
amount of time necessary to complete a process varies according to several subjective factors. At the end of
the manufacturing process, an operator visually inspects 10% of the batch of products and decides, according
to a series of internal quality standard requirements, whether the batch must be classified as a defected or a
defected-free one. Speaking about data, it is important to underline that the source of the data we analyzed in
this case study is the manufacturing execution system (MES) of the company we worked with, that is a software
designed to optimize the manufacturing process by tracking and documenting the entire production cycle. From
the MES, we obtained 38,743 observations, representing different batches, and after a careful data cleaning
phase, performed in compliance with the company and consisting in the elimination of the observations that
had a null processing or waiting time, mostly due to some technical issues, we ended up with a final data set
consisting of 28,009 observations. In Figure[I] we report the boxplot of the waiting times for the five steps that
compose the productive process before the data cleaning phase: from this figure. It is possible to observe that
there are some negative values.

Waiting time per step
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Figure 1. The waiting times for the five steps that constitute the production process
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In this case study we used a total of 22 predictive variables, which can be divided into two main
categories: product features and process characteristics. More in details, among the former, which are a total of
11 out of 22 predictive variables, we can identify features such as color, model, and some typical measurements
of the product under study, such as the design of certain parts of the product itself. On the other hand, as far
as variables related to the production process are concerned, we can include, for example, the processing time
for each of the five steps already mentioned, the percentage of time spent in a certain machinery positioned in
a certain area of the production chain and also the wear of the abrasive paste, being one of the most important
variables in the process and thus in determining the outcome of QC. The values of mean, Q1, median, Q3 and
standard deviation for the last mentioned variable are reported in Table [I| Clearly, the target variable, on the
other hand, is represented by the outcome of QC downstream of each processing step.

Table 1. Mean, Q1, Median, Q3, and standard deviation values for the variable related to wear
of the abrasive paste

Productive step Mean Q1 Median Q3 StDev
Step 1 174.5607  83.40968  172.2402 2599114  106.5447
Step 2 249.0394 1199143 2419183  369.3094  150.1812
Step 3 515.7192 2389415 543.8706  773.4081  300.9195
Step 4 441.7456  243.1367 399.2906  600.9616  246.1685

In this case study we used R, and we went to test the different ML models described in section 2.
Regarding the settings we used the common training and testing approach, where training data set are used to
train a set of candidate algorithms trying different tuning parameters and testing data are used to evaluate the
performances of the models on never-seen-before data. So, adopting this approach, we divided the observations
and used 75%, so 21,007 observations in the training phase and 25%, so the remaining 7,002 observations in
the testing phase. It is also important to underline that we have used the 10-fold cross validation approach,
that is used to evaluate the generalisation ability of each candidate algorithm and select the best, according to a
relevant model selection criterion, which in our case was the false negative rate.

Moreover, as already mentioned, we evaluated different threshold values, in order to find the one that
minimizes the false negative rate. So, it is possible to affirm that a two-step approach was implemented: in the
first step, various ML models were tested while keeping the threshold fixed—starting, for example, with a value
of 0.5. After testing these ML models, we also explored four different thresholds values (0.5, 0.4, 0.3, 0.2) to
find the ML model-threshold combination that minimized the false negative rate. It’s crucial to emphasize one
more time that minimizing this rate is highly important, indeed, for the company, a false negative (a product
classified as OK when it’s not) is much more it’s much more problematic than a false positive (a product
classified as KO when it’s not). Lastly, an issues that arises is the imbalance in the data. Indeed, as one might
expect, the number of batches not conforming to QC is much lower than those that are compliant. In our
specific case, the total number of observations is 28,009, but only 21.2%, so 5,936 are classified as KO.

In such a situation, the classification might be influenced in favour of the most represented class, i.e.
the OK ones [32]. Therefore, the ML algorithms described in the previous subsections have been implemented
twice: on the original data set provided by the company and on a balanced data set extracted from the original
one using the random undersampling technique that results on a data set made up of 11,545 observations, of
which 5,936 KO and 5,518 OK. Lastly, we rated the different ML algorithms accordingly to their capacity of
minimizing the false negative rate.

4. RESULTS AND DISCUSSION

From the performances we obtained by testing the ten ML models, and considering the false negative
rate as a primary importance index, for the reasons previously discussed, we found that, regardless of the
chosen threshold and the type of dataset used (balanced or unbalanced), three models always emerged as the
best among the ten tested. These three models are: RF, LightGBM, and C5.0. As for the choice of the threshold,
we tested four different levels: 0.5, 0.4, 0.3, and finally 0.2. Regardless of the model and the type of dataset
used, the analysis revealed that the threshold minimizing the false negative rate was 0.2. So, we decided to set
that threshold for a final comparison among the various ML models. We compared RF, LightGBM, and C5.0,
using both datasets and fixing the threshold at 0.2. Table [2|shows the performance of various tested indices for
these three models. The left side of the table represents the performances obtained in the unbalanced dataset,
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while the right side represents the performances obtained on the balanced dataset. Looking at the table, it can
be noted that RF always stands out as the best model since it minimizes the false negative rate in both cases.

Table 2. Performance of RF, LightGBM and C5.0, threshold equal to 0.2, unbalanced and balanced data

Unbalanced data Balanced data

ML algorithm RF LightGBM C5.0 RF LightGBM C5.0

AUC 0.7447 0.7209 0.7110 0.7294 0.6979 0.6875
Accuracy 0.6659 0.6662 0.6807 0.5377 0.5733 0.5584
Recall 0.7076 0.6490 0.6029 0.9929 0.9572 0.9608
Precision 0.3552 0.3465 0.3520 0.5288 0.5508 0.5420
Sensitivity 0.7076 0.6490 0.6029 0.9929 0.9572 0.9608
Specificity 0.6547 0.6709 0.7014 0.0480 0.1602 0.1259
FNR 0.2924 0.3510 0.3971 0.0071 0.0428 0.0392
FPR 0.3453 0.3291 0.2986 0.9520 0.8398 0.8741

5. CONCLUSION

In this study, conducted in collaboration with a company operating in the fashion industry, we com-
pared various ML models and different settings to identify the one that allows a reliable prediction of QC
outcomes. Specifically, we evaluated the eleven models presented in section 2 to identify the one that, based
on some predictive variables related to product features or process characteristics, minimizes the false negative
rate. Since the data was unbalanced, with approximately 80% of observations being OK (having passed QC),
the study was conducted on both the original data set, consisting of 28,009 observations, and a balanced data
set obtained through undersampling. In our analysis, we also experimented various threshold values to en-
hance performance on the false negative rate. Considering both data sets, our analysis revealed that the optimal
threshold value to minimize the false negative rate is 0.2. Regarding ML models, our analysis showed that three
models outperform the others: RF, LightGBM, and C5.0. Ultimately, the best ML-threshold combination was
found to be RF with a threshold set at 0.2, holding true for both the unbalanced and balanced datasets. Through
this analysis, we obtained a model that accurately predicts QC outcomes while minimizing the risk of false
negatives observations, i.e. the number of products that are deemed defect-free but are defective. While the
findings cannot be broadly generalized due to the case study nature, we can assert that, much like in previous
cases, RF demonstrates satisfactory performance. Future research will be devoted to comparing our results with
others in terms of concrete data for better research integrative value. The implementation of ML algorithms
that are effective in predicting the outcome of QC based on product or process variables can help companies
in all fields understand what to expect from the production process regarding product quality. This subject
(and, therefore, this study) merely represents the initial stage of a possible prospective improvement journey
that could aspire to establish production lines that culminate in zero defective products by understanding, for
instance, whether production defects are associated with specific product or production line factors, through
further analysis.
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